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Chapter 1

Arithmetic Functions

AimMs supports the following arithmetic functions:

Abs
ArcCosh
ArcCos
ArcSin
ArcSinh
ArcTanh
ArcTan
Ceil
Cos
Cosh
Cube
Degrees
Div
ErrorF
Exp
Floor
Log
Log10
MapVal
Max

Min

Mod
Power
Precision
Radians
Round
ScalarValue
Sign
Sin
Sinh
Sqr
Sqrt
Tan
Tanh
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m Trunc
m Val
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Abs

Abs(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Abs returns the absolute value of x.

Remarks:

The function Abs can be used in constraints of nonlinear mathematical
programs. However, nonlinear solvers may experience convergence
problems if the argument assumes values around O.

See also:

Arithmetic functions are discussed in full detail in Section 6.1.4 of the
Language Reference.
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ArcCos
ArcCos(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in the range [—1,1].

Return value:
The ArcCos function returns the arccosine of x in the range 0 to 1 radians.
Remarks:

m A run-time error results if x is outside the range [-1, 1].
m The function ArcCos can be used in constraints of nonlinear
mathematical programs.

See also:

The functions ArcSin, ArcTan, Cos. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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ArcCosh

ArcCosh(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in the range [1, o).

Return value:

The ArcCosh function returns the inverse hyperbolic cosine of x in the
range from 0 to .

Remarks:

m A run-time error results if x is outside the range [1, o].
m The function ArcCosh can be used in constraints of nonlinear
mathematical programs.

See also:

The functions ArcSinh, ArcTanh, Cosh. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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ArcSin

ArcSin(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in the range [—1,1].

Return value:

The ArcSin function returns the arcsine of x in the range —7r/2 to /2
radians.

Remarks:

m A run-time error results if x is outside the range [-1,1].
m The function ArcSin can be used in constraints of nonlinear
mathematical programs.

See also:

The functions ArcCos, ArcTan, Sin. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.



Chapter 1. Arithmetic Functions

ArcSinh
ArcSinh(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The ArcSinh function returns the inverse hyperbolic sine of x in the range
from —oo to oo,

Remarks:

The function ArcSinh can be used in constraints of nonlinear mathematical
programs.

See also:

The functions ArcCosh, ArcTanh, Sinh. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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ArcTan

ArcTan(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The ArcTan function returns the arctangent of x in the range —1/2 to /2
radians.

Remarks:

The function ArcTan can be used in constraints of nonlinear mathematical
programs.

See also:

The functions ArcSin, ArcCos, Tan. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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ArcTanh

ArcTanh(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in the range (-1, 1).

Return value:
The ArcTanh function returns the inverse hyperbolic tangent of x.
Remarks:

m A run-time error results if x is outside the range (-1, 1).
m The function ArcTanh can be used in constraints of nonlinear
mathematical programs.

See also:

The functions ArcCosh, ArcSinh, Tanh. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Ceil

Ceil(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Ceil returns the smallest integer value > x.
Remarks:

m The function Ceil will round to the nearest integer, if it lies within the
equality tolerances equality_absolute_tolerance and
equality_relative_tolerance.

m The function Ceil can be used in the constraints of nonlinear
mathematical programs. However, nonlinear solvers may experience
convergence problems around integer values.

m When the numerical expression contains a unit, the function Ceil will
first convert the expression to the corresponding base unit, before
evaluating the function itself.

See also:

The functions Floor, Round, Precision, Trunc. Arithmetic functions are
discussed in full detail in Section 6.1.4 of the Language Reference.
Numeric tolerances are discussed in Section 6.2.2 of the Language
Reference.

11



Chapter 1. Arithmetic Functions

Cos

Cos(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in radians.

Return value:

The Cos function returns the cosine of x in the range —1 to 1.

Remarks:

The function Cos can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Sin, Tan, ArcCos. Arithmetic functions are discussed in full
detail in Section 6.1.4 of the Language Reference.
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Cosh

Cosh(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The Cosh function returns the hyperbolic cosine of x in the range 1 to oo.

Remarks:

The function Cosh can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Sinh, Tanh, ArcCosh. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Cube

Cube(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Cube returns x3.

Remarks:

The function Cube can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Power, Sqr, and Sqrt. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Degrees

Degrees(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Degrees returns the value of x converted from radians to
degrees.

Remarks:

The function Degrees can be used in constraints of linear and nonlinear
mathematical programs.

See also:

The function Radians. Arithmetic functions are discussed in full detail in
Section 6.1.4 of the Language Reference.
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Div
Div(
X, I (input) numerical expression
y I (input) numerical expression
)
Arguments:
X
A scalar numerical expression.
y

A scalar numerical expression unequal to 0.
Return value:
The function Div returns x divided by y rounded down to an integer.
Remarks:
A run-time error results if y equals 0.
See also:

Arithmetic functions are discussed in full detail in Section 6.1.4 of the
Language Reference.
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ErrorF

ErrorF(
X I (input) numerical expression
)

Arguments:

X
A scalar numerical expression.

Return value:
2
The function ErrorF returns the error function value —— [* e‘% dt.
Vam J-e
Remarks:

The function ErrorF can be used in constraints of nonlinear mathematical
programs.

See also:

Arithmetic functions are discussed in full detail in Section 6.1.4 of the
Language Reference.
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Exp

Exp(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Exp returns the exponential value e*.

Remarks:

The function Exp can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Log, Log10. Arithmetic functions are discussed in full detail
in Section 6.1.4 of the Language Reference.
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Floor

Floor(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Floor returns the largest integer value < x.
Remarks:

m The function Floor will round to the nearest integer, if it lies within the
equality tolerances equality_absolute_tolerance and
equality_relative_tolerance.

m The function Floor can be used in the constraints of nonlinear
mathematical programs. However, nonlinear solvers may experience
convergence problems around integer values.

m When the numerical expression contains a unit, the function Floor will
first convert the expression to the corresponding base unit, before
evaluating the function itself.

See also:

The functions Ceil, Round, Precision, Trunc. Arithmetic functions are
discussed in full detail in Section 6.1.4 of the Language Reference.
Numeric tolerances are discussed in Section 6.2.2 of the Language
Reference.
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Log

Log(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in the range (0, o).

Return value:
The function Log returns the natural logarithm In(x).
Remarks:

m A run-time error results if x is outside the range (0, o).
m The function Log can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Exp, Logl0. Arithmetic functions are discussed in full detail
in Section 6.1.4 of the Language Reference.
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Logl0
Log10¢(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in the range (0, o).

Return value:
The function Logl0 returns the base-10 logarithm of x.
Remarks:

m A run-time error results if x is outside the range (0, o).
m The function Logl0 can be used in constraints of nonlinear
mathematical programs.

See also:

The functions Exp, Log. Arithmetic functions are discussed in full detail in
Section 6.1.4 of the Language Reference.
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MapVal

MapVal(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function MapVal returns the (integer) mapping value of any real or
special number X, according to the following table.

Value x | Description MapVal
value
number | any valid real number 0
UNDF undefined (result of an arithmetic error) 4
NA not available 5
INF +00 6
-INF —0o0 7
ZERO numerically indistinguishable from 8
zero, but has the logical value of one.

See also:

Special numbers in AIMMS and the MapVal function are discussed in full
detail in Section 6.1.1 of the Language Reference.
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Max
Max (
x1, I (input) numerical, string or element expression
X2, I (input) numerical, string or element expression
)
Arguments:
x1,x2,...

Multiple numerical, string or element expressions.

Return value:

The function Max returns the largest number, the string highest in the
lexicographical ordering, or the element value with the highest ordinal
value, among x1, x2,...

Remarks:

The function Max can be used in constraints of nonlinear mathematical
programs. However, nonlinear solvers may experience convergence
problems if the first order derivatives of two arguments between which
the Max function switches are discontinous.

See also:

The function Min. Arithmetic functions are discussed in full detail in
Section 6.1.4 of the Language Reference.

23



Chapter 1. Arithmetic Functions

Min
Min(
x1, I (input) numerical, string or element expression
X2, I (input) numerical, string or element expression
)
Arguments:
x1,x2,...

Multiple numerical, string or element expressions.

Return value:

The function Min returns the smallest number, the string lowest in the
lexicographical ordering, or the element value with the lowest ordinal
value, among x1, x2,...

Remarks:

The function Min can be used in constraints of nonlinear mathematical
programs. However, nonlinear solvers may experience convergence
problems if the first order derivatives of two arguments between which
the Min function switches are discontinous.

See also:

The function Max. Arithmetic functions are discussed in full detail in
Section 6.1.4 of the Language Reference.
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Mod
Mod(
X, I (input) numerical expression
y I (input) numerical expression
)
Arguments:
X
A scalar numerical expression.
y

A scalar numerical expression unequal to 0.

Return value:

The function Mod returns the remainder of x after division by |y |. For

vy > 0, the result is an integer in the range 0,...,y — 1 if both x and y are
integers, or in the interval [0, y) otherwise. For y < 0, the result is an
integer in the range v — 1,...,0 if both x and y are integers, or in the
interval (y, 0] otherwise.

Remarks:

= A run-time error results if y equals 0.

m The function Mod can be used in constraints of mathematical programs.
However, nonlinear solver may experience convergence problems if x
assumes values around multiples of y.

See also:

Arithmetic functions are discussed in full detail in Section 6.1.4 of the
Language Reference.
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Power
Power(
X, ! (input) numerical expression
y I (input) numerical expression
)
Arguments:
X

A scalar numerical expression.

A scalar numerical expression.

Return value:

The function Power returns x raised to the power y.
Remarks:

m The following combination of arguments is allowed:
-x>0
-x=0andy >0
- x <0 and y integer
In all other cases a run-time error will result.
m The function can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Cube, Sqr, and Sqrt. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Precision

Precision(

X, I (input) numerical expression
y I (input) integer expression
)
Arguments:
X
A scalar numerical expression.
y

An integer expression.

Return value:

The function Precision returns x rounded to y significant digits.
Remarks:

m The function Precision can be used in constraints of nonlinear
mathematical programs. However, nonlinear solvers may experience
convergence problems around the discontinuities of the Precision
function.

m When the numerical expression contains a unit, the function Precision
will first convert the expression to the corresponding base unit, before
evaluating the function itself.

See also:

The functions Round, Ceil, Floor, Trunc. Arithmetic functions are discussed
in full detail in Section 6.1.4 of the Language Reference.
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Radians

Radians(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Radians returns the value of x converted from degrees to
radians.

Remarks:

The function Radians can be used in constraints of linear and nonlinear
mathematical programs.

See also:

The function Degrees. Arithmetic functions are discussed in full detail in
Section 6.1.4 of the Language Reference.
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Round
Round(
X, I (input) numerical expression
decimals ! (optional) integer expression
)
Arguments:
X

A scalar numerical expression.

decimals (optional)
An integer expression.

Return value:

The function Round returns the integer value nearest to x. In the presence
of the optional argument n the function Round returns the value of x
rounded to n decimal places left (decimals < 0) or right (decimals > 0)
of the decimal point.

Remarks:

m The function Round can be used in constraints of nonlinear
mathematical programs. However, nonlinear solvers may experience
convergence problems around the discontinuities of the Round function.

m When the numerical expression contains a unit, the function Round will
first convert the expression to that unit, before evaluating the function
itself. See also the option rounding compatibility in the option category
backward compatibility.

See also:

The functions Precision, Ceil, Floor, Trunc. Arithmetic functions are
discussed in full detail in Section 6.1.4 of the Language Reference.
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ScalarValue

ScalarValue(
identifier, ! (input) element expression into AllIdentifiers
suffix ! (optional) element expression into A11SuffixNames

)
Arguments:

identifier
A scalar element expression into Al1Identifiers

suffix

A scalar element expression into A11SuffixNames

Return value:

The function ScalarValue returns the value contained in the scalar
identifier identifier or scalar reference identifier.suffix.

Remarks:

When identifier or identifier.suffix is not a scalar numerical valued
reference, the function ScalarValue returns 0.0.

See also:

The function Val.

The ScalarValue function is a function that operates on subsets of
Al1Identifiers. Other functions that operate on subsets of Al1Identifiers
are referenced in Section 25.4 of the Language Reference.
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Sign
Sign(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Sign returns +1 if x > 0, -1 if x <0 and 0 if x = 0.

Remarks:

The function Sign can be used in constraints of nonlinear mathematical
programs. However, nonlinear solver may experience convergence
problems round 0.

See also:

The function Abs. Arithmetic functions are discussed in full detail in
Section 6.1.4 of the Language Reference.
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Sin
Sin(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in radians.

Return value:

The Sin function returns the sine of x in the range —1 to 1.

Remarks:

The function Sin can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Cos, Tan, ArcSin. Arithmetic functions are discussed in full
detail in Section 6.1.4 of the Language Reference.
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Sinh
Sinh(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The Sinh function returns the hyperbolic sine of x in the range —oo to .

Remarks:

The function Sinh can be used in the constraints of nonlinear
mathematical programs.

See also:

The functions Cosh, Tanh, ArcSinh. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Sqr
Sqr(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Sqr returns x2.

Remarks:

The function Sqr can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Power, Cube, and Sqrt. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Sqrt
Sqrt(

X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in the range [0, o).

Return value:
The function Sqrt returns the ./x.
Remarks:

m A run-time error results if x is outside the range [0, o).
m The function Sqrt can be used in the constraints of nonlinear
mathematical programs.

See also:

The functions Power, Cube, and Sqr. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Tan

Tan(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression in radians.

Return value:

The Tan function returns the tangent of x in the range —o to co.

Remarks:

The function Tan can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Cos, Sin, ArcTan. Arithmetic functions are discussed in full
detail in Section 6.1.4 of the Language Reference.
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Tanh

Tanh(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The Tanh function returns the hyperbolic tangent of x in the range —1 to 1.

Remarks:

The function Tanh can be used in constraints of nonlinear mathematical
programs.

See also:

The functions Cosh, Sinh, ArcTanh. Arithmetic functions are discussed in
full detail in Section 6.1.4 of the Language Reference.
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Trunc

Trunc(
X I (input) numerical expression

)
Arguments:

X
A scalar numerical expression.

Return value:

The function Trunc returns the truncated value of x: Sign(x)-Floor(Abs(x)).
Remarks:

m The function Trunc will round to the nearest integer, if it lies within the
equality tolerances equality_absolute_tolerance and equality_relative_
tolerance.

m The function Trunc can be used in the constraints of nonlinear
mathematical programs. However, nonlinear solver may experience
convergence problems around integer argument values.

m When the numerical expression contains a unit, the function Trunc will
first convert the expression to the corresponding base unit, before
evaluating the function itself.

See also:

The functions Ceil, Floor, Round, Precision. Arithmetic functions are
discussed in full detail in Section 6.1.4 of the Language Reference.
Numeric tolerances are discussed in Section 6.2.2 of the Language
Reference.
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Val

Val(
str I (input) string or element expression

)
Arguments:

str
A scalar string or element expression.

Return value:

The function Val returns the numerical value represented by the string or
element str.

Remarks:

If str cannot be interpreted as a numerical value, a runtime error may
occur, see option suppress error messages of val function.

See also:

The Val function is discussed in full detail in Section 5.2.1 of the Language
Reference.
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Set Related Functions

AimMs supports the following set related functions:

ActiveCard

Card

CloneETement

Element

ElementCast
ElementRange
FindUsedETements

First

Last

Ord
RestorelInactiveElements
RetrieveCurrentVariableValues
SetAddRecursive
SetETlementAdd
SetElementRename
StringToETement
SubRange
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ActiveCard

The function ActiveCard returns the cardinality of active elements in its
identifier argument, or the cardinality of active elements of a suffix of that
identifier.
Card(
Identifier, I (input) identifier reference

[Suffix] I (optional) element in the set A11SuffixNames
)

Arguments:

Identifier

A reference to a set or an indexed identifier.
Suffix

An element in the predefined set AT1SuffixNames.

Return value:

If Identifier is a set, the function ActiveCard returns the number of active
elements in Identifier. If Identifier is an indexed identifier, the function
ActiveCard returns the number of nondefault values stored for Identifier.
If Suffix is given, the number of nondefault values stored for the given
suffix of Identifier.

Remarks:

The ActiveCard function cannot be applied to slices of indexed identifiers.
In such a case, you can use the Count operator to count the number of
nondefault elements.

See also:

The function Card and Count operator (see also Section 6.1.6 of the
Language Reference).
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Card

The function Card returns the cardinality of its identifier argument, or of the
cardinality of a suffix of that identifier.

Card(
Identifier, I (input) identifier reference
[Suffix] ! (optional) element in the set Al1SuffixNames
)

Arguments:

Identifier
A reference to a set or an indexed identifier.
Suffix
An element in the predefined set of A11SuffixNames.

Return value:

If Identifier is a set, the function Card returns the number of elements in
Identifier. If Identifier is an indexed identifier, the function Card returns
the number of nondefault values stored for Identifier. If Suffix is given, the
number of nondefault values stored for the given suffix of Identifier.

Remarks:

m The Card function cannot be applied to slices of indexed identifiers. In
such a case, you can use the Count operator to count the number of
nondefault elements.

m When the Card function is used inside the definition of a parameter or a
set and the first argument is an index or element parameter into the set
A11Identifiers then the definition depends on all identifiers that can
appear on the left hand side of an assignment (sets without a definition,
parameters without a definition, variables and constraints). The
cardinality will be computed for all identifiers, including those with a
definition. These definitions will not be made up to date, however. This
is illustrated in the following example.

Parameter A;
Parameter B {

Definition : A + 1;
}
Parameter TheCards {
IndexDomain : IndexIdentifiers;
Definition : Card( IndexIdentifiers, ’Level’ );
}
Body:
A:=1;

display TheCards;
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Here TheCards is computed in the display statement because A just
changed. The definition of TheCards, that is made up to date by the
display statement, will, however, not invoke the computation of B,
although it is not up to date. This is done in order to avoid circular
references while making set and parameter definitions up to date. In
order to make B up to date consider using the Update statement, see also
Section 7.3 of the Language Reference.

See also:

The function ActiveCard and the Count operator (see also Section 6.1.6 of
the Language Reference).
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CloneElement

The procedure CloneElement copies the data associated with a particular
element to another element.

CloneETement(
updateSet, ! (input, output) a set identifier
originalElement, I (input) an element in the set
cloneName, I (input) a string that is the name of the clone
cloneElement, ! (output) an element parameter

includeDefinedSubsets ) ! (optional) an integer, default 0.

The procedure CloneETlement performs the following actions:

1.

It creates or finds an element with name cloneName: cloneETement. The
element cloneETement is inserted into updateSet if it is not already there.
This insertion is only permitted if updateSet does not have a definition.

. For each domain set of updateSet, say insertDomainSet, the element

cloneETement is inserted into insertDomainSet if it is not already there.
Such an insertion is only permitted if insertDomainSet does not have a
definition.

. For each subset of updateSet, say insertSubset in which originalElement

is an element, cloneETement is also inserted into insertSubset. If
includeDefinedSubsets is 0, then insertSubset is skipped if it is a defined
subset.

The domain sets of steps 1 and 2, and the sets modified in step 3 form a
set, say modifiedSets.

. Identifiers declared over a set in modifiedSets that meet one of the

following criteria, are selected:

m It is a non-local multi-dimensional set without a definition.

m It is a non-local parameter without a definition.

m It is a variable.

m [t is a constraint.
These identifiers form the set modifiedIdentifiers.
For each identifier in the set modifiedIdentifiers, and all suffixes of this
identifier, the data associated with element originalElement is copied to
cloneElement.

Arguments:

updateSet

A one-dimensional set.

originalElement

An element valued expression that should result in an element in
updateSet.

cloneName

A string expression that should result in a name that is in the set
updateSet or can be added to that set.
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cloneElement
An element parameter, in which the resulting element is stored.

includeDefinedSubsets
When non-zero, defined subsets are included in the modifiedSets as
well. When these defined subsets are evaluated thereafter again, this
may result in the creation of inactive data. Inactive data can be
removed by a CLEANUP or CLEANDEPENDENTS statement, see Section 25.3
of the Language Reference. Defined subsets that are defined as an
enumeration are never included.

Return value:
The procedure returns 1 if successful and 0 otherwise. Possible reasons
for returning O are:

m originalElement is not in updateSet.
m cloneName equals name of originalETement.
m There are no identifiers modified.

Remarks:

If you want to make sure that the string cloneName is not yet an element in
updateSet, use a statement like:

if ( not ( cloneName in updateSet ) ) then
CloneETement( ... );
endif ;

Example:

With the following declarations (and initial data):

Set S {
Index i, 3
Parameter :oep;
InitialData : data { a };
}
Parameter P {
IndexDomain : 1i;
InitialData : data {a:1};
}
Parameter Q {
IndexDomain : (i,j);
InitialData : data { (a, a) : 11}
}

the statement

CloneElement( S, 'a’, "b", ep);

results in S, P, Q and ep having the following data:

S:=data { a, b} ;

P data {a:1, b:1};

Q data { (a,a):1, (a,b):1, (b,a):1, (b,b):11};
ep :="b" ;
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See also:

The function StringToETement, the procedure FindUsedETements and the
procedure RestoreInactiveETements.
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Element

With the function Element you can retrieve the n-th element from a set.

Element(
Set, I (input) set reference
n ! (input) integer expression
)
Arguments:
Set

The set from which an element is to be returned.

An integer expression indicating the ordinal number of the element to
be returned.

Return value:
The function Element returns the n-th element of set Set.

Remarks:

If there is no n-th element in Set, the function returns the empty element
"’ instead.
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ElementCast

With the function ElementCast you can cast an element of one set to an
(existing) element with the same name in a set with a different root set.

ETementCast(
set, I (input) a set expression
element, ! (input) a scalar element expression
[create] ! (optional) 0 or 1
)
Arguments:
set

A set in which you want to find a specific element name.

element
A scalar element expression, representing the element that you want
to convert to a different root set hierarchy.

create (optional)
An indicator whether or not a nonexisting element are added to the
set during the call.

Return value:

The function returns the existing element or, if the element cannot be
converted to an existing element and the argument create is not set to 1,
the function returns the empty element. If create is set to 1, nonexisting
elements will be created on the fly.

See also:

The procedure SetElementAdd.
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ElementRange

With the function ElementRange you can create a set with elements in which
each element can be constructed using a prefix string, a postfix string, and a a
sequential number.

ETementRange(
from, ! (input) integer expression
to, I (input) integer expression

|
|
[incr,] ! (optional) integer expression
|
|
|

[prefix,] I (optional) string expression
[postfix,] I (optional) string expression
[fi11] ! (optional) 0 or 1
)
Arguments:
from

The integer value for which the first element must be created

to
The integer value for which the last element must be created

incr (optional)
The integer-valued interval length between two consecutive elements.
If omitted, then the default interval length of 1 is used.

prefix (optional)
The prefix string for every element. If omitted, then the elements
have no prefix (and thus start with the number).

postfix (optional)
The postfix string for every element. If omitted, then the elements
have no postfix (and thus end with the number).

fill (optional)
This logical indicator specifies whether the numbers must be padded
with leading zeroes. If omitted, then the default value 1 is used.

Return value:

The function returns a set containing the created elements.
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FindUsedElements

The procedure FindUsedETements finds all elements of a particular set that are
in use in a given collection of indexed model identifiers.

FindUsedETements(
SearchSet, I (input) a set
SearchIdentifiers, ! (input) a subset of Al1Identifiers
UsedETements I (output) a subset
)

Arguments:

SearchSet
The set for which you want to find the used elements.

Searchlidentifiers
A subset of Al1Identifiers, holding identifiers that are indexed over
SearchSet.

UsedElements
A subset of SearchSet. On return this subset will contain the elements
that are currently used (i.e. have corresponding nondefault values) in
the identifiers contained in Searchldentifiers.
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First

With the function First you can retrieve the first element from a set.

First(
Set, I (input) set reference

)
Arguments:

Set
The set from which the first element is to be returned.

Return value:
The function First returns the first element of set Set.

Remarks:

If there is no element in Set, the function returns the empty element ’’
instead.

51



Chapter 2. Set Related Functions

Last

With the function Last you can retrieve the last element from a set.

Last(
Set, I (input) set reference

)
Arguments:

Set
The set from which the last element is to be returned.

Return value:
The function Last returns the last element of set Set.

Remarks:

If there is no element in Set, the function returns the empty element ’’
instead.
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Ord

The function Ord returns the ordinal number of a set element relative to a set.

Ord(
index, I (input) element expression
[set] ! (optional) set reference
)
Arguments:
index
An element expression for which you want to obtain the ordinal
number.

set (optional)
The set with respect to which you want the ordinal number to be
taken. If omitted, set is assumed to be the range of the argument
index.

Return value:
The function Ord returns the ordinal number of index in set set.

Remarks:

A compile time error occurs if the argument set is not present, and AIMMS
is unable to determine the range of index.
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RestorelnactiveElements

The procedure RestoreInactiveElements finds and restores all elements that
were previously removed from a particular set, but for which inactive data
still exists in a given collection of indexed model identifiers.

RestoreInactiveETements(

SearchSet, I (input/output) a set
SearchIdentifiers, ! (input) a subset of AllIdentifiers
UsedETements ! (output) a subset
)
Arguments:

SearchSet
The set for which you want to find the inactive elements.

Searchlidentifiers
A subset of Al1Identifiers, holding identifiers that are indexed over
SearchSet.

UsedElements

A subset of SearchSet. On return this subset will contain all the
inactive elements that are currently used (i.e. have corresponding
nondefault values) in the identifiers contained in Searchldentifiers.

Remarks:

The inactive elements found are placed in the result-set, but are also
automatically added to the search-set.
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RetrieveCurrentVariableValues

With the procedure RetrieveCurrentVariableValues you can obtain the variable
values for a given collection of variables during a running solution process.
This procedure can only be called from within the context of a solver callback
procedure.

RetrieveCurrentVariableValues(
Variables I (input) a subset of AllvVariables
)

Arguments:

Variables
A subset of Al1Variables, holding all the variables for which you want
to retrieve the current values.

See also:

Solver callback procedures are discussed in full detail in Section 15.2 of
the Language Reference
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SetAddRecursive

With the procedure SetAddRecursive you can merge the elements of one set
into another set.

SetAddRecursive(
toSet, ! (input/output) a set
fromSet I (input) a set
)

Arguments:

toSet
The set into which the elements of fromSet are merged.

fromSet
The set that you want to merge in toSet.

Remarks:

m The sets toSet and fromSet should have the same root set.

m The difference between this function and a regular set assignment is
that in case fromSet is not the domain of toSet all elements added to
toSet will also be added to the domain set of toSet
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SetElementAdd

With the procedure SetETementAdd you can add new elements to a set. When
you apply SetElementAdd to a root set, the element will be added to that root
set. When you apply it to a subset, the element will be added to the subset as
well as to all its supersets, up to and including its associated root set.

SetETementAdd(
Setname, I (input/output) a set
Elempar, ! (output) an element parameter
Newname I (input) a scalar string expression

)
Arguments:

Setname
The root set or subset to which you want to add the element.

Elempar
An element parameter into Setname, that on return will point to the
newly added element.

Newname
A string holding the name of the element to be added.

Remarks:

If the element already exists in the set, the procedure does not make any
changes to the set, and on return the element parameter Elempar will
point to the existing element.

See also:

m The function ElementCast and the procedures SetElementRename and
StringToElement.

m The lexical conventions for set elements in Section 2.3 of the Language
Reference.
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SetElementRename

With the procedure SetElementRename you can rename an element in a set.

SetETementRename(
Setname, I (input) a set
Element, ! (input) an element parameter
Newname I (input) a scalar string expression

)
Arguments:

Setname
The root set or subset in which you want to rename an element.

Element
The element that you want to rename.

Newname
A string holding the new name of the element.

Remarks:

m If the new name for the element already exists in the set, the procedure
will generate an execution error.

m AIMMS will refuse to rename a set element, if an explicit reference to
such an element exists in the model source.

See also:

m The procedure SetETementAdd, and the function StringToETement.
m The lexical conventions for set elements in Section 2.3 of the Language
Reference.
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StringToElement

With the function StringToETement you can convert a string into an (existing)
element of a set.

StringToETlement(
Set, ! (input) a set expression
Name, I (input) a scalar string
[create] ! (optional) 0 or 1, default 0
)
Arguments:
Set
A set in which you want to find a specific element name.
Name
A scalar string expression, representing the string that you want to
convert.

create (optional)
An indicator whether or not a nonexisting element are added to the
set during the call.

Return value:

The function returns the existing element or, if the string cannot be
converted to an existing element and the argument create is not set to 1,
the function return the empty element. If create is set to 1, nonexisting
elements will be created on the fly.

See also:

m The function ElementCast and the procedure SetETementAdd.
m The lexical conventions for set elements in Section 2.3 of the Language
Reference.
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SubRange

The function SubRange extracts a subrange of consecutive elements from an
existing set.

SubRange(
Superset, ! (input) a simple set
First, I (input) an element
Last I (input) an element

)
Arguments:

Superset

The set containing the subrange of elements that you want to extract.
First

An element in Superset representing the first element of the subrange.
Last

An element in Superset representing the last element of the subrange.

Return value:

The function returns a set containing the subrange of elements extracted

from Superset. If the element First is positioned after Last, then the empty
set is returned.
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String Manipulation Functions

AimMs supports the following functions for manipulating strings:

Character
CharacterNumber
FindNthString
FindReplaceNthString
FindReplaceStrings
FindString
FormatString
GarbageCollectStrings
RegexSearch
StringCapitalize
StringlLength
StringOccurrences
StringTolLower
StringToUpper
SubString



Chapter 3. String Manipulation Functions

Character
The function Character returns the string consisting of a single character
whose ordinal number is the value of the argument.

Character(
n I (input) a numeric expression

)
Arguments:

n
A numeric expression in the range {0..55295} U {57344..65535}.

Return value:

The function Character returns a string of length 1. Exception: when the
value 0 is passed it returns the empty string.

See also:

The function CharacterNumber.
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CharacterNumber
The function CharacterNumber returns the character number of the first
character in a string. It returns 0 for the empty string.

CharacterNumber (
text I (input) a scalar string expression

)
Arguments:

text
The string for which you want to have the value of the first character.

Return value:
The function CharacterNumber returns a value in the range { 0 .. 65535 }.

See also:

The function Character.
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FindNthString

The function FindNthString searches for the n-th occurrence of a substring (a
key) within a search string.

FindNthString(
SearchString, ! (input) a scalar string expression
Key, I (input) a scalar string expression
Nth, I (input) an integer expession
[CaseSensitive], ! (optional) binary
[WordOnly], I (optional) binary
[IgnoreWhite] ! (optional) binary
)

Arguments:

SearchString
The string in which you want to find the substring Key.

Key
The substring to search for.

Nth
The function will search for the Nth occurrence of the substring. If
this number is negative, then the function will search backwards
starting from the right.

CaseSensitive

The search will be case sensitive when the value is 1. The default
depends on the setting of the option
Case_sensitive_string_comparison, and is 1 if this option is ’On’ and 0
if this option is 'Off’. The default of the option
Case_sensitive_string_comparison is 'On’.

WordOnly
It is a word only search when this option is set to 1. The default is 0.

IgnoreWhite
The search ignores whites if this option is set to 1. The default is 0.

Remarks:

As with all string comparisons within AIMMS, the function FindNthString
is case sensitive by default. You can modify this behavior through the
option Case_Sensitive_String_Comparison.

Return value:

The function returns the start position of the n-th occurrence of the
substring starting from the left (or right). If the substring does not exist
within the string, or does not occur Nth times then the function returns O.
When the argument Nth is 0, then this function will always return 0.
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See also:

The functions FindString, StringOccurrences, RegexSearch.
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FindReplaceNthString

The function FindRepTaceNthString constructs a string by searching for the
Nth occurrence of a substring (a key) within a search string and replacing this
occurrence with another string. It returns the constructed string.

FindReplaceNthString(

SearchString, I (input) a scalar string expression
Key, ! (input) a scalar string expression
Replacement, I (input) a scalar string expression
Nth, I (input) an integer expession
[CaseSensitive], ! (optional) binary
[WordOnly] ! (optional) binary
)

Arguments:

SearchString

The string in which you want to find the substring key.

Key
The substring to search for.

Replacement
The string used to replace Key.

Nth

The function will search for the Nth occurrence of the substring. If
this number is negative, then the function will search backwards
starting from the right.

CaseSensitive
The search will be case sensitive when the value is 1. The default
depends on the setting of the option
Case_sensitive_string_comparison, and is 1 if this option is ’On’ and 0
if this option is 'Off’. The default of the option
Case_sensitive_string_-comparison is 'On’.

WordOnly
It is a word only search when this option is set to 1. The default is 0.

Remarks:

As with all string comparisons within AIMMS, the function
FindRepTaceNthString is case sensitive by default. You can modify this
behavior through the option Case_Sensitive_String_-Comparison.

Return value:

The function returns the resulting string. If the Nth occurrence of Key is
not found, the original string is returned.
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See also:

The functions FindNthString, StringOccurrences and FindReplaceStrings.
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FindReplaceStrings

The function FindReplaceStrings constructs a string by searching for every
occurrence of a substring (a key) within a search string and replaces it with
another string. It returns the constructed string.

FindReplaceStrings(
SearchString, I (input) a scalar string expression
Key, ! (input) a scalar string expression
Replacement, I (input) a scalar string expression
[CaseSensitive], ! (optional) binary
[WordOnly] ! (optional) binary
)

Arguments:
SearchString

The string in which you want to find the substring key.
Key
The substring to search for.

Replacement
The string used to replace Key.

CaseSensitive
The search will be case sensitive when the value is 1. The default
depends on the setting of the option
Case_sensitive_string_comparison, and is 1 if this option is ’On’ and 0
if this option is 'Off’. The default of the option
Case_sensitive_string.-comparison is 'On’.

WordOnly
It is a word only search when this option is set to 1. The default is 0.

Remarks:

As with all string comparisons within AIMMS, the function
FindRepTaceStrings is case sensitive by default. You can modify this
behavior through the option Case_Sensitive_String_Comparison.

Return value:

The function returns the resulting string. If Key is not found, the original
string is returned.

See also:

The functions FindString, StringOccurrences and FindReplaceNthString.
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FindString

The function FindString searches for the occurrence of a substring (a key)
within a search string.

FindString(
SearchString, ! (input) a scalar string expression
Key, ! (input) a scalar string expression
[CaseSensitive], ! (optional) binary
[(WordOnly], I (optional) binary
[IgnoreWhite] ! (optional) binary
)

Arguments:
SearchString

The string in which you want to find the substring key.
Key
The substring to search for.

CaseSensitive

The search will be case sensitive when the value is 1. The default
depends on the setting of the option

Case_sensitive_string_comparison, and is 1 if this option is ’On’ and 0
if this option is 'Off’. The default of the option
Case_sensitive_string_comparison is 'On’.

WordOnly
It is a word only search when this option is set to 1. The default is 0.

IgnoreWhite
The search ignores whites if this option is set to 1. The default is 0.

Remarks:

As with all string comparisons within AIMMS, the function FindString is
case sensitive by default. You can modify this behavior through the option
Case_Sensitive_String-Comparison.

Return value:

The function returns the start position of the first occurrence of the
substring. If the substring does not exist, then the function returns 0.

See also:

The functions FindNthString, RegexSearch.
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FormatString

With the FormatString function you can compose a string that is built up from
combinations of numbers, strings and set elements. The FormatString
function accepts a varying number of arguments, defined by the conversion
specifiers in the format string.

FormatString(
formatstring, ! (input) a literal double quoted string
arguments, I (input) a list of numbers, strings, and set elements

)
Arguments:

formatstring
A format string that specifies how the returned string is composed.
The string should contain the proper conversion specifier for each
following argument.

arguments,...
One or more arguments of type number, string or element. The order

of these arguments must coincide with the order of the conversion
specifiers in formatstring.

Return value:
The function returns the formatted string.
See also:

For a detailed description of the conversion specifiers in AIMMS see
Section 5.3.2 of the Language Reference.
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GarbageCollectStrings

The procedure GarbageCollectStrings removes any unused strings in the
internal data structures of AiMmms. If you do not call this procedure explicitly,
AIMMS performs an automatic garbage collect at certain places during
execution. For example as part of the Empty statement when recently a lot of
string valued expressions have been executed.

GarbageCollectStrings()

Remarks:

Use this procedure only when you notice that AIMMS uses a lot of memory
that might be related to having many strings in the model. It is a rather
expensive procedure in terms of execution time, because it needs to
enumerate all the individual entries of all string parameters in the model.
After runnig it you might see a drop in the memory that is in use by
AIMMS, but be aware that because of the internal memory model of
AIMMS, some memory is not given back to the operating system directly,
but has only been marked for re-use in subsequent memory requests.
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RegexSearch

The function RegexSearch tells if there is a substring in the search string that
matches the regex pattern.

RegexSearch(
SearchString, ! (input) a scalar string expression
Pattern, ! (input) a scalar string expression
[CaseSensitive] ! (optional) binary

)
Arguments:

SearchString
The string in which you want to find a substring matching the regex
pattern.

Pattern
The regular expressions pattern to match. Multilines are not
supported.

CaseSensitive
The search will be case sensitive when the value is 1. The default
depends on the setting of the option
Case_sensitive_string_comparison, and is 1 if this option is ’On’ and 0
if this option is 'Off’. The default of the option
Case_sensitive_string_comparison is 'On’.

Remarks:

m The used regular expressions grammar follows the implementation of
the modified ECMAScript regular expression grammar in the C++
Standard Library. It follows ECMA-262 grammar and POSIX grammar,
with some modifications. For further references go to this link
https://en.cppreference.com/w/cpp/regex/ecmascript
You can find more information on ESMA Script regular expressions via
this link: ECMA Regular expressions. You can find more information on
POSIX regular expressions via this link:

POSIX Basic Regular Expressions.

m To include a special character in a string, it should be escaped by the
backslash character (for more information on special characters see
also Section 5.3.2 of the Language Reference). In regular expressions
special characters also have to be escaped in order to be included in a
pattern. So, for example, in order to match a backslash character the
pattern should contain four backslashes (see the example below).
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Return value:

The function returns 1 if a substring that matches the regex pattern exists
in the search string. When the pattern is an empty string, the function
returns 1. In all other cases, the function returns 0.

Example:

The following example checks if the path contains the specified folder
name on disk C. With the following declarations (and initial data):

Parameter P;
StringParameter path {
InitialData: "C:\\ProgramFiles\\Folder\\SubFolder";
}
StringParameter regexPattern {
InitialData: "c:.*\\\\ProgramFiles(\\\\|$)";
}

the statement

P := regexsearch(path, regexPattern, 0);

results in P being 1.

The used regular expression pattern specifies that the path starts with
"c:", followed by zero or more characters (regular expression ".*"),
followed by "\ProgramFiles" (regular expression "\\\\ProgramFiles"), and
ends with a backslash or the end of line (regular expression "\\\\/[$").

See also:

The functions FindString, FindNthString.
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StringCapitalize
The function StringCapitalize converts the first character of a string to upper
case, and all other characters to lower case.

StringCapitalize(

text I (input) a scalar string expression

)
Arguments:

text
The string that you want to capitalize.

Return value:

The function returns the capitalized string.

See also:

The functions StringTolLower, StringToUpper.
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StringLength

The function StringlLength returns the number of characters in a string.
StringlLength(
text I (input) a scalar string expression
)
Arguments:

text
The string for which you want to retrieve the length.

Return value:

The function returns the number of characters in the string.
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StringOccurrences

The function StringOccurrences counts the number of occurrences of a
particular substring in a string.

StringOccurrences(
SearchString, I (input) a string expression
Key, I (input) a string expression
[CaseSensitive], ! (optional) binary
[(WordOnly], I (optional) binary
[IgnoreWhite] ! (optional) binary
)

Arguments:
SearchString

A string in which you want to find the substring(s).
Key
The substring.

CaseSensitive
The search will be case sensitive when the value is 1. The default
depends on the setting of the option
Case_sensitive_string_comparison, and is 1 if this option is ’On’ and 0
if this option is 'Off’. The default of the option
Case_sensitive_string_comparison is 'On’.

WordOnly
It is a word only search when this option is set to 1. The default is 0.

IgnoreWhite
The search ignores whites if this option is set to 1. The default is 0.

Return value:

The function returns how many occurrences of the substring Key exist in
the string SearchString.

See also:

The functions FindString, FindNthString.
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StringToLower

The function StringToLower converts all characters of a string to lower case.

StringToLower(
text I (input) a scalar string expression

)
Arguments:

text
The string that you want to convert to lower case characters.

Return value:

The function returns the lower case string.

See also:

The functions StringToUpper, StringCapitalize.
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StringToUpper

The function StringToUpper converts all characters of a string to upper case.
StringToUpper(

text I (input) a scalar string expression

)
Arguments:

text
The string that you want to convert to upper case characters.

Return value:

The function returns the upper case string.

See also:

The functions StringToLower, StringCapitalize.
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SubString

The function SubString retrieves a substring from a specific string, based on
the start and end position of this substring within this string.

SubString(
str, I (input) a scalar string expression
from, I (input) an integer value
to I (input) an integer value
)
Arguments:
str

The string from which you want to retrieve the substring.

from
The start position of the substring within str.

to
The end position of the substring within str.

Return value:

The function returns the requested substring.

Remarks:

If the arguments from and to are positive, then the position is calculated
from the start of the string (i.e. the first character is on position 1). If the
arguments from and to are negative, then the position is calculated from
the end of the string (i.e. the last character is on position —1). from must
be less than or equal to to, and if either of the values exceeds the length of
the string, they are automatically set within the proper range.
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Unit Functions

AimMSs supports the following functions for unit related functions:

AtomicUnit
ConvertUnit
EvaluateUnit
StringToUnit
Unit
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AtomicUnit

With the function AtomicUnit you can retrieve the atomic unit expression
corresponding to the unit expression passed as the argument to the function.

AtomicUnit(
unit I (input) scalar unit expression

)
Arguments:

unit
A unit expression of which the associated atomic unit expression
must be computed

Return value:
The function returns the atomic unit expression corresponding to unit.
Remarks:

The atomic unit expression associated with a given unit is the unit
expression solely in terms of atomic unit symbols by which the given unit
differs a constant scale factor only.

See also:

Unit expressions are discussed in full detail in Chapter 32 of the Language
Reference.
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ConvertUnit

With the function ConvertUnit you can compute the associated unit value of a
unit expression with respect to a given convention.

ConvertUnit(
unit, I (input) scalar unit expression
convention I (input) element expression
)
Arguments:
unit

A unit expression of which the associated unit value in the given
convention must be computed

convention
An element expression in to Al1Conventions, representing the
convention with respect to which a unit value must be computed.

Return value:

The function returns the associated unit value of unit with respect to
convention.

See also:

Unit expressions and conventions are discussed in full detail in
Chapter 32 of the Language Reference.
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EvaluateUnit
With the function EvaluateUnit you can compute the numerical value (with
associated unit) of a given unit expression.

EvaluateUnit(
unit I (input) scalar unit expression

)
Arguments:

unit
A unit expression of which the numerical value (with associated unit)
must be computed

Return value:

The function returns the numerical value (with associated unit),
corresponding to one unit of unit.

Remarks:

The function EvaluateUnit is an extension of AIMMS’ local unit override
capabilities which allows computed unit expressions.

See also:

Unit expressions are discussed in full detail in Chapter 32 of the Language
Reference.
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StringToUnit
With the function StringToUnit you can compute a unit value corresponding
to a given string expression.

StringToUnit(
str I (input) scalar string expression

)
Arguments:

Str
A string expression of which the associated unit value must be
computed

Return value:

The function returns the associated unit value of str, or fails if the given
string does not correspond to a string constant.

See also:

Unit expressions discussed in full detail in Chapter 32 of the Language
Reference.
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Unit

The function Unit returns the unit value of a given unit constant.
Unit(

unit I (input) scalar unit constant

)
Arguments:

unit
A unit constant of which the associated unit value must be computed

Return value:
The function returns the unit value of a unit constant unit.
Remarks:

The function Unit simply returns its argument. It exists to allow the use of
numeric constants in computed unit expressions.

See also:

Unit expressions discussed in full detail in Chapter 32 of the Language
Reference.
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Time Functions

AIMMS supports the following time-related functions:

Aggregate
ConvertReferenceDate
CreateTimeTable
CurrentToMoment
CurrentToString
CurrentToTimeSlot
DayTightSavingEndDate
DaylightSavingStartDate
DisAggregate
MomentToString
MomentToTimeSTot
PeriodToString
StringToMoment
StringToTimeSTot
TestDate
TimeSlotCharacteristic
TimeSTotToMoment
TimeSTotToString
TimeZoneOffSet
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Aggregate

With the procedure Aggregate you can aggregate time-dependent data from a
calendar time scale (time slots) to a horizon time scale (periods).

Aggregate(
TimeslotData, I (input) an indexed identifier over a calendar
PeriodData, I (output) an indexed identifier over a horizon
TimeTable, I (input) an AIMMS time table
Type, I (input) an element in the set AggregationTypes
[Locus] | (optional) a value between 0 and 1
)

Arguments:
TimeslotData

An identifier (slice) containing the data to be aggregated. The domain
sets in the index domain of this identifier should at least contain a
calendar set, and all other sets should coincide with the domain of
PeriodData.

PeriodData
An identifier (slice) that on return will contain the aggregated data.
The domain sets in the index domain of this identifier should at least
contain a horizon set, and all other sets should coincide with the
domain of TimeslotData.

TimeTable
An indexed set in a calendar and defined over a horizon. This horizon
and calendar should match with the index domains of TimeslotData
and PeriodData.

Type
An element of the pre-defined set AggregationTypes (summation,
average, maximum, minimum, or interpolation).

Locus (only for interpolation type)
A number between 0 and 1, that indicates at which moment in a
period the quantity is to be measured.

See also:

The procedure DisAggregate. Time-dependent aggregation and
disaggregation is discussed in full detail in Section 33.5 of the Language
Reference.
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ConvertReferenceDate

The function ConvertReferenceDate converts a reference date from one
timezone to the other.

ConvertReferenceDate(

ReferenceDate, I (input) a string expression
FromTimezone, I (input) an element expression
ToTimezone, I (input) an element expression
IgnoreDST I (optional) a numerical expression (default 0)
)
Arguments:
ReferenceDate

A string that holds a reference date in FromTimezone.

FromTimezone
An element of A11TimeZones with respect to which ReferenceDate is
expressed.

ToTimezone
An element of Al1TimeZones with respect to which the resulting
reference date must be expressed.

IgnoreDST
A numerical expression indicating whether daylight saving time must
be ignored in the conversion.

Return value:

The result of ConvertReferenceDate is a reference date in ToTimezone
corresponding to the reference date ReferenceDate in FromTimezone.

See also:

AIMMS support for time zones is discussed in full detail in Sections 33.7.4
and 33.10 of the Language Reference.
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CreateTimeTable

With the procedure CreateTimeTable you can create a timetable in AIMMS.

CreateTimeTable(
Timetable, I (output) an indexed set
CurrentTimeslot, I (input) an element in a calendar
CurrentPeriod, I (input) an element in a horizon

I
I
I

PeriodLength, I (input) one-dimensional integer parameter
I
I
I

LengthDominates, ! (input) one-dimensional binary parameter
InactiveTimeSlots, I (input) a subset of a calendar
DelimiterSlots I (input) a subset of a calendar
)
Arguments:
Timetable

An indexed set in a calendar and defined over the horizon to be
linked to the calendar. This argument implicitly sets the calendar and
horizon used for the creation of the timetable. The other arguments
of the procedure should match with this calendar and horizon.

CurrentTimeslot
An element of a calendar (a time slot) that should be aligned with the
CurrentPeriod in the horizon.

CurrentPeriod
An element of a horizon (a period) that should be aligned with the
timeslot in the calendar.

PeriodLength
A one-dimensional integer parameter, specifying the desired length of
each period in the horizon in terms of the number of time slots to be
contained in it.

LengthDominates
A one-dimensional binary parameter, indicating whether reaching the
specified PeriodLength dominates over the presence of any delimiter
slot for every period in the horizon.

InactiveTimeSlots
A subset of the calendar, indicating the time slots that must be
excluded from the timetable.

DelimiterSlots
A subset of the calendar, indicating the time slots that will (usually)
result in starting a new period in the horizon.

See also:

The procedures Aggregate, DisAggregate. For a more detailed description
of the creation of timetables, see Section 33.4 of the Language Reference.
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CurrentToMoment

The function CurrentToMoment converts the current time to the elapsed time
with respect to a specific reference date.

CurrentToMoment (
Unit, I (input) a time unit
ReferenceDate I (input) a string expression
)
Arguments:
Unit

The time unit that is used to return the elapsed time.

ReferenceDate
A string that holds the begin date using the fixed format for date and
time, see paragraph Reference date format on page 544 of the
Language Reference.

Return value:

The result of CurrentToMoment is the elapsed time in Unit since
ReferenceDate.

See also:

m The function StringToMoment.

m The Aimms blog post: Creating StopWatch in AIMMS to time execution
illustrates the use of some time functions. The purpose of
CurrentToMoment in that post is to compute the time since a starting
point.
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CurrentToString

The function CurrentToString creates a string representation of the current
time in the a specified format.

CurrentToString(
Format I (input) a string expression

)
Arguments:

Format
A string that holds the date and time format used in the returned
string. Valid format strings are described in Section 33.7.

Return value:

The result of CurrentToString is a description of the current time
according to Format.

Remarks:

There is an option Current_Time_in_LocalDST that specifies whether this
function takes into account the effects of daylight savings time.

See also:

m The functions MomentToString, CurrentToMoment.

m The Aimms blog post: Creating StopWatch in AIMMS to time execution
illustrates the use of some time functions. The purpose of
CurrentToString in that post is to mark the starting point.
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CurrentToTimeSlot
The function CurrentToTimeSlot determines the time slot in a calendar that
corresponds with the current time.

CurrentToTimeSlot(
Calendar I (input) a calendar

)
Arguments:

Calendar
An identifier of type calendar.

Return value:

The function CurrentToTimeSTot returns the time slot in the calendar that
contains the current moment.

Remarks:

There is an option Current_Time_in_LocalDST that specifies whether this
function takes into account the effects of daylight savings time.

See also:

The functions StringToTimeSlot, MomentToTimeSlot.
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DaylightSavingEndDate

The function DaylightSavingEndDate computes the end date of daylight saving
time for a particular year in a particular time zone.

DayTightSavingEndDate(

Year, I (input) an element expression
Timezone I (input) an element expression
)
Arguments:
Year

An element of a yearly calendar for the end date of daylight saving
time must be computed.

Timezone
An element in the predefined set A11TimeZones.

Return value:

The result of DayTightSavingEndDate is the end date of daylight saving
time, as a reference date, for the time zone Timezone in the year Year.

See also:

AIMMS support for time zones is discussed in full detail in Sections 33.7.4
and 33.10 of the Language Reference.
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DaylightSavingStartDate

The function DaylightSavingStartDate computes the start date of daylight
saving time for a particular year in a particular time zone.

DayTightSavingStartDate(

Year, I (input) an element expression
Timezone I (input) an element expression
)
Arguments:
Year

An element of a yearly calendar for the end date of daylight saving
time must be computed.

Timezone
An element in the predefined set AT1TimeZones.

Return value:

The result of DayTightSavingStartDate is the start date of daylight saving
time, as a reference date, for the time zone Timezone in the year Year.

See also:

AIMMS support for time zones is discussed in full detail in Sections 33.7.4
and 33.10 of the Language Reference.
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DisAggregate

With the procedure DisAggregate you can disaggregate time-dependent data
from a horizon time scale (periods) to a calendar time scale (time slots).

DisAggregate(
PeriodData, I (input) an indexed identifier over a horizon
TimeslotData, ! (output) an indexed identifier over a calendar
Timetable, I (input) an AIMMS time table
Type, I (input) an element in the set AggregationTypes
[Locus] ! (optional) a value between 0 and 1
)

Arguments:
PeriodData

An identifier (slice) containing the data to be disaggregated. The

domain sets in the index domain of this identifier should at least
contain a horizon set, and all other sets should coincide with the
domain of TimeslotData.

TimeslotData
An identifier (slice) that on returns will contain the disaggregated
data. The domain sets in the index domain of this identifier should at
least contain a calendar set, and all other sets should coincide with
the domain of PeriodData.

Timetable
An indexed set in a calendar and defined over a horizon. This horizon
and calendar should match with the index domains of TimeslotData
and PeriodData.

Type
An element of the pre-defined set AggregationTypes (summation,
average, maximum, minimum, or interpolation).

Locus (only for interpolation type)
A number between 0 and 1, that indicates at which moment in a
period the quantity is to be measured.

See also:

The procedure Aggregate. Time-dependent aggregation and disaggregation
is discussed in full detail in Section 33.5 of the Language Reference.
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MomentToString

The function MomentToString creates a string representation of a moment, that
is calculated from a given amount of elapsed time since a specific reference
date.

MomentToString(
Format, I (input) a string expression
unit, I (input) a time unit
ReferenceDate, I (input) a string expression
Elapsed I (input) a numerical expression
)

Arguments:
Format

A string that holds the date and time format used in the returned
string. Valid format strings are described in Section 33.7.

unit
The time unit that is used in the argument Elapsed.

ReferenceDate
A string that holds the begin date using the fixed format for date and
time, see paragraph Reference date format on page 544 of the
Language Reference.

Elapsed
A numerical value of the time elapsed since ReferenceDate.

Return value:

The result of MomentToString is a string describing the corresponding
moment according to Format.

See also:

The function StringToMoment.
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MomentToTimeSlot

The function MomentToTimeSTlot determines the time slot in a calendar that
corresponds with the a moment that is specified as the elapsed time since a
specific reference date.

MomentToTimeSTot(
Calendar, I (input) a calendar
ReferenceDate, I (input) an element (time-slot) in the calendar
Elapsed I (input) a numerical value

)
Arguments:

Calendar
An identifier of type calendar.

ReferenceDate
A specific time-slot in Calendar holding the reference time.

Elapsed
The elapsed time since ReferenceDate. This should be an integral
multiple of the calendar’s time unit in order to select the time slot
that is the return value of this function.

Return value:

The function MomentToTimeSlot returns the time slot in the calendar that
contains the given moment. When the time slot is outside the calendar the
empty element is returned.

See also:

The functions TimeSTotToMoment, CurrentToTimeSlot, StringToTimeSTot.
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PeriodToString

With the function PeriodToString you can obtain a description of a period in a
timetable that consists of multiple calendar slots.

PeriodToString(
Format, I (input) a string expression
Timetable, I (input) an AIMMS time table
Period I (input) an element in a horizon

)
Arguments:

Format
A string that holds the date and time format used in the returned
string. This format string can contain period specific conversion
specifiers to generate a description referring to both the beginning
and end of the period, see Section 33.7

Timetable
An indexed set in a calendar and defined over a horizon.

Period
An element in the horizon that is defined by Timetable.

Return value:

The result of PeriodToString is a string describing the corresponding
moment according to Format.

See also:

The procedure CreateTimeTable.
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StringToMoment

The function StringToMoment converts a given time string (in a free time
format) to the elapsed time with a respect to a specific reference date.

StringToMoment (
Format, I (input) a string expression
Unit, I (input) a time unit
ReferenceDate, I (input) a string expression
TimesTot I (input) a string expression
)

Arguments:
Format

A string that holds the date and time format used in the fourth
argument Timeslot. Valid format strings are described in Section 33.7.
Unit
The time unit that is used to return the elapsed time.
ReferenceDate
A string that holds the begin date using the fixed format for date and
time, see paragraph Reference date format on page 544 of the
Language Reference.

Timeslot
A string representing a specific date and time moment using the
format specified in the first argument Format.

Return value:

The result of StringToMoment is the elapsed time in unit between
reference-date and date.

See also:

The functions MomentToString, CurrentToMoment.
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StringToTimeSlot

The function StringToTimeSlot determines the time slot in a calendar that
corresponds with the a moment that is specified using a free format string.

StringToTimeSTot(
Format, I (input) a string expression
Calendar, ! (input) a calendar
MomentString I (input) a string expression

)
Arguments:

Format
A string that holds the date and time format used in the third
argument MomentString. Valid format strings are described in
Section 33.7.

Calendar
An identifier of type calendar.

MomentString
A string expression of the moment (using the format given in Format)
that should be matched with the time slots in the calendar.

Return value:

The function StringToTimeSlot returns the time slot in the calendar that
contains the given moment.

See also:

The functions CurrentToTimeSTot, MomentToTimeSlot.
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TestDate

The function TestDate tests whether or not a particular date is according to
given format.

TestDate(
Format, I (input) a string expression
Date, I (input) a string expression
requireUnique ! (optional) default 1.

)
Arguments:

Format
A string that holds the date and time format used in the returned
string. Valid format strings are described in Section 33.7.

Date
It is tested whether or not this string is according to format Format.

requireUnique
When 1, it requires the year number to be present in the date.

Return value:

The result of TestDate is 1 if Date is according to format Format and an
existing data, and O otherwise. If the result is 0, the pre-defined identifier
CurrentErrorMessage will contain a proper error message.

Examples:
ok := TestDate( "%ckhy-%m-%d", "2015-xx-xx" ); ! ok becomes 0; Not numeric.
ok := TestDate( "%c%y-%m-%d", "2015-02-29" ); ! ok becomes 0; Feb 2015 has only 28 days.
ok := TestDate( "%c¥y-%m-%d", "2016-02-29" ); ! ok becomes 1; Feb 29, 2016 exists.
ok := TestDate( "%cky-%m-%d", "2015-04-31" ); ! ok becomes 0; April 31 does not exist.
!

ok := TestDate( "%cky-%m-%d", "2015-04-01" ); ! ok becomes 1; April 01 does exist (-;
ok := TestDate( "%m-%d", "03-03", requireUnique:1 ); ! Not unique, ok becomes 0.
ok := TestDate( "%m-%d", "03-03", requireUnique:0 ); ! Uniqueness not required; ok becomes 1.

See also:

The function CurrentToString.
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TimeSlotCharacteristic

The function TimeSTotCharacteristic obtains a numeric value which
characterizes the time slot, in terms of its day of the week, its day in the year,
etc.

TimeSlotCharacteristic(
Timeslot, I (input) an element (time-slot) in a calendar
Characteristic, ! (input) an element in TimeslotCharacteristics
|
!

Timezone, (optional) an element in Al1TimeZones, default Local.
IgnoreDST (optional) 0-1 expression, default 0.
)
Arguments:
Timeslot

A element refering to a time-slot in a calendar.

Characteristic
An element in the predefined set TimeSlotCharacteristics, each
element in this set refers to a specific value that can be retrieved for a
time slot.

Timezone
A time zone from the predefined set AT1TimeZones.

IgnoreDST
A 0-1 expression indicating whether or not to ignore daylight savings
time.

Return value:

The function TimeSTotCharacteristic returns a numerical value for the
requested time slot characteristic.

See also:

The function TimeSTotCharacteristic is discussed in full detail in
Section 33.4 of the Language Reference.
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TimeSlotToMoment

The function TimeSTotToMoment calculates the elapsed time since a specific
reference date for a given time slot in a calendar.

TimeSTotToMoment (
Calendar, I (input) a calendar
ReferenceDate, I (input) an element (time-slot) in the calendar
TimesTot I (input) an element (time-slot) in the calendar

)
Arguments:

Calendar
An identifier of type calendar.

ReferenceDate
A specific time-slot in Calendar holding the reference time.

Timeslot
A specific time slot in the calendar.

Return value:

The function TimeSTotToMoment returns the elapsed time since the
reference date for the given time slot (measured in the calendar’s unit).

See also:

The functions MomentToTimeSlot, CurrentToTimeSTlot, StringToTimeSTot.
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TimeSlotToString

The function TimeSTotToString creates a string representation of a specific
time slot in a calendar.

TimeSTotToString(
Format, I (input) a string expression
Calendar, I (input) a calendar
Timeslot I (input) an element (timeslot) in the calendar

)
Arguments:

Format
A string that holds the date and time format used in the returned
string. Valid format strings are described in Section 33.7.

Calendar
An identifier of type calendar.

Timeslot
A specific time-slot in the calendar.

Return value:

The function TimeSTotToString returns a string representation of the time
slot.

See also:

The functions MomentToString, CurrentToTimeSlot, StringToTimeSlot.
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TimeZoneOffSet

The function TimeZoneOffSet computes, in minutes, the offset between two
time zones.

TimeZoneOffSet(
FromTZ, I (input) an element expression
ToTZ I (input) an element expression
[UseDST] ! (optional) 0 or 1
)
Arguments:
FromTZ
An element from the set A11TimeZones.
ToTZ
An element from the set A11TimeZones.
UseDST (optional)

A scalar expression specifying whether or not the current setting for
daylight saving time (DST) in both time zones should be taken into
account. The default is 0, indicating DST is not used.

Return value:

The result of TimeZoneOffSet is the offset, in minutes, between FromTZ and
ToTZ.

Remarks:

The result of the function has an associated unit, namely minutes. If
FromTZ is UTC, the offset of ToTZ is the usual offset with respect to UTC
(or GMT).

See also:

AIMMS support for time zones is discussed in full detail in Sections 33.7.4
and 33.10 of the Language Reference.
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Chapter 6

Financial Functions

Financial functions can be of great use in modeling financial optimization
models. They perform common business calculations, such as determining

the depreciation of an asset,

the payments for a loan,

the future value or net present value of an investment, and
the values of bonds, coupons or other securities.

Having these functions available in AIMMS prevents you from having to
implement such functionality into your models yourself. Common arguments
for the financial functions include:

m Values: the value of an investment, security or cash flow at a specific
time. For example, the amount paid periodically to an investment or
loan.

m Rates: the interest rate or discount rate for an investment or security.
For example, the desired internal return on investment could be 8
percent.

m Dates: the date of measurements, payments or other events. For
example, the date of settlement of a security. AIMMS’ financial functions
always expects dates to be provided in the format “ccyy-mm-dd”.

m Interval lengths (in time periods): the number of periods that has to be
analyzed. For example, the useful life of an asset or the number of
payments or periods of an investment

m Type: the time when payments are made during the period. For
example, at the beginning of a month or the end of the month.

The financial functions supported by AiMmMs can be divided into separate
categories. Each of these categories will be shortly introduced (including the
mathematical equations underlying the functions in a category) and each of
the available functions will be described in full detail. The following
categories can be distinguished:

General conversion functions
Day count bases and dates
Depreciation of assets
Investments and loans
Securities
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6.1 General Conversions

Prices (such as security prices) are often provided as a fractional price,
whereas the financial functions in AIMMS always expect decimal prices.
AimMs supports the following conversion functions between fractional and
decimal prices:

m PriceDecimal
m PriceFractional

Annual interest rates can be given as a nominal rate (just the sum of interest
rates over the number of compounding periods) or in the form of an effective
rate (including the effects of interest over interest for all compounding
periods). AIMMS supports the following interest rate conversion functions:

m RateEffective
m RateNominal
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PriceDecimal

The function PriceDecimal converts a price expressed as a fractional number
to a price expressed as a decimal number depending on the input parameter
FractionBase.

PriceDecimal(

FractionalPrice, I (input) numerical expression
FractionBase I (input) numerical expression
)
Arguments:
FractionalPrice

The price expressed as a fractional number. FractionalPrice can be
any real number.

FractionBase

The base used as the denominator of the fraction. FractionBase must
be a positive integer.

Return value:

The function PriceDecimal returns the FractionalPrice expressed as a
decimal number.

Equation:

The conversion between decimal and fractional prices is based on the
system of equations

pr—lpsl= mn—zgm (pa — lpal)  (fractional parts)

{[Pf] = |pal (integer parts)
where pg is the decimal price, ps the fractional price and b the base.

Remarks:

m For bases which are a power of 10, the decimal and fractional prices
coincide. In all other cases, the fractional price is smaller than the
decimal price.

m The function PriceDecimal is similar to the Excel function DOLLARDE.
See also:

The function PriceFractional.
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PriceFractional

The function PriceFractional converts a price expressed as a decimal number
to a price expressed as a fractional number depending on the input
parameter FractionBase.

PriceFractional(

DecimalPrice, I (input) numerical expression
FractionBase I (input) numerical expression
)
Arguments:
DecimalPrice

The price expressed as a decimal number. DecimalPrice can be any
real number.

FractionBase
The base to be used as the denominator of the fraction. FractionBase
must be a positive integer.

Return value:

The function PriceFractional returns the DecimalPrice expressed as a
fractional number.

Remarks:

m The system of equations on which the conversion between decimal and
fractional prices is based, is explained for the function PriceDecimal (the
inverse of PriceFractional).

m The function FractionalDecimal is similar to the Excel function DOLLARFR.

See also:

The function PriceDecimal.
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RateEffective

The function RateEffective returns the effective annual interest rate,
expressed as a fraction, on the basis of a nominal interest rate plus the
number of compounding periods per year.

RateEffective(
NominalRate, I (input) numerical expression
NumberPeriods I (input) numerical expression

)
Arguments:

NominalRate
The nominal annual interest rate expressed as a fraction.
NominalRate must be a nonnegative decimal number.

NumberPeriods
The number of compounding periods per year. NumberPeriods must
be a positive integer.

Return value:
The function RateEffective returns the effective annual interest rate
expressed as a fraction.

Equation:

The conversion between nominal and effective rates is based on the
equation

n
reff:(lﬂf”%) 1

where 7, is the effective annual rate, 4o, the nominal annual rate and n
the number of compounding periods.

Remarks:

m This function can be used in an objective function or constraint, and the
input parameter NominalRate can be used as a variable.
m The function RateEffective is similar to the Excel function EFFECT.

See also:

The function RateNominal.
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RateNominal

The function RateNominal returns the nominal annual interest rate, expressed
as a fraction, on the basis of an effective annual interest rate plus the number
of compounding periods per year.

RateNominal(

EffectiveRate, I (input) numerical expression
NumberPeriods I (input) numerical expression
)
Arguments:
EffectiveRate

The effective annual interest rate expressed as a fraction.
EffectiveRate must be a nonnegative decimal number.

NumberPeriods
The number of compounding periods per year. NumberPeriods must
be a positive integer.

Return value:

The function RateNominal returns the nominal annual interest rate
expressed as a fraction.

Remarks:

m The equation on which the conversion between nominal and effective
rates is based, is explained for the function RateEffective (the inverse of
RateNominal).

m This function can be used in an objective function or constraint, and the
input parameter EffectiveRate can be used as a variable.

m The function RateNominal is similar to the Excel function NOMINAL.

See also:

The function RateEffective.
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6.2 Day Count Bases and Dates

Many financial functions require date arguments, and depend on differences
between two dates, either as a number of days or as a fraction of a year. This
chapter discusses the date format expected by AiMMS’ financial functions and
the different methods to compute date differences used from which you can
choose in many functions.

Format of date arguments

All date arguments in AIMMS’ financial functions should be provided in the
fixed string date format “ccyy-mm-dd”. So, 15 August, 2000 should be passed
to a financial function as the string “2000-08-15". If you want to pass an
element from a daily calendar as a date argument, you should convert it to
the fixed string date format using the function TimeSTotToString.

Day count bases

The result of many financial functions depends on the way with which
differences between two dates are dealt with. Such functions have a day count
basis argument, which determines how the difference between two dates is
calculated, either in days or as a fraction of a year. AIMMS supports 5
different day count basis methods, each of which is commonly used in the
financial markets. Each of these methods is specified by a way to count days
and a way to determine how many days are in a year.

m Method 1 - NASD Method / 360 Days: Calculating with day count basis
method 1 means that a year is assumed to consist of 12 periods of 30
days. A year consists of 360 days. The difference between this method
and method 5 is the way the last day of a month is handled.

m Method 2 - Actual / Actual: Calculating with day count basis method 2
means that both the number of days between two dates and the number
of dates in a year are actual.

m Method 3 - Actual / 360 Days: Calculating with day count basis method
3 means that the number of days between two dates is actual and that
the number of days in a year is 360. When using this method, you
should note that the year fraction of two dates that are one year apart is
larger than 1 (365/360) and that this may lead to unwanted results.

m Method 4 - Actual / 365 Days: Calculating with day count basis method
4 means that the number of days between two dates is actual and that
the number of days in a year is 365.

m Method 5 - European Method / 360 Days: Calculating with day count
basis method 5 means that a year is assumed to consist of 12 periods of
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30 days. A year consists of 360 days. The difference between this
method and method 1 is the way the last day of a month is handled.

When the day count basis argument is optional, AIMMS assumes the NASD
method 1 by default.

Date differences

A1mMMS supports the following functions for computing differences between
two dates:

m DateDifferenceDays
m DateDifferenceYearFraction
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DateDifferenceDays

The function DateDifferenceDays calculates the number of days between two
dates based on the specified day count basis.

DateDifferenceDays(
FirstDate, I (input) scalar string expression
SecondDate, I (input) scalar string expression
[Basis] ! (optional) numerical expression
)

Arguments:

FirstDate
The first date must be in date format.

SecondDate

The second date must be in date format, and later than FirstDate.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function DateDifferenceDays returns the number of days between the
two dates.

Remarks:

The function DateDifferenceDays is similar to the Excel function DAYS300.

See also:

Day count basis methods.
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DateDifferenceYearFraction

The function DateDifferenceYearFraction calculates the year fraction between
two dates based on the specified day count basis.

DateDifferenceYearFraction(

FirstDate, I (input) scalar string expression
SecondDate, I (input) scalar string expression
[Basis] ! (optional) numerical expression
)
Arguments:

FirstDate
The first date must be in date format.

SecondDate

The second date must be in date format, and later than FirstDate.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function DateDifferenceYearFraction returns the difference between
FirstDate and SecondDate in fractions of a year.

Remarks:

The function DateDifferenceYearFraction is similar to the Excel function
YEARFRAC.

See also:

Day count basis methods.
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6.3 Depreciations

This chapter discusses the functions available in AiMmMS for the depreciation
of an asset. Depreciation can be performed in many ways, for example by a
fixed amount in every period, or by depreciation amounts that decrease over
time. An asset is characterized by its purchase (or initial) cost ¢ and its
salvage value s (the value at the end of the useful life of the asset).

The accounting periods for depreciating the asset have a length of one year,
but do not necessarily have to start at January 1. The useful life of the asset is
either given as a fixed amount of L years, or is computed dynamically on the
basis of the characteristics of the depreciation. The first period is the period
from the purchase date until the beginning of the next regular accounting
period. If the purchase date does not coincide with the beginning of an
accounting period, the depreciations take place in L + 1 accounting periods.

The following system of equations are true for all types of depreciations
supported by AIMMS, where d; is the actual depreciation in period i, d; is the
generic depreciation computed in a method-dependent manner, and v; the
value of the asset at the beginning of period i.

d; = max(0, min(d;, vi — 5))
i-1

Vi=¢C— Zdj
j=1

The equations express that generic method-dependent depreciation method
will be adapted to yield the actual depreciation value to make sure that the
value of an asset v; can never drop below its salvage value s.

For each depreciation method available in AIMMS, the equations used to
compute the generic method-dependent depreciation amount d; will be listed
in the description of the depreciation function. In most occasions these
equations use the fraction fpy, which expresses the year fraction from the
purchase date until the beginning of the next regular accounting period. Its
value depends on the selected day-count basis method.

AIMMS supports the following linear depreciation by constant amounts
functions:

m DepreciationLinearLife
m DepreciationLinearRate

AIMMS supports the following non-linear depreciation by linear declining
amounts functions:

Depreciation
functions

Useful life

General
equations

Method-
dependent
equations
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m DepreciationNonLinearSumOfYear

A1MMS supports the following non-linear depreciation by non-linear declining
amounts functions:

m DepreciationNonLinearLife
m DepreciationNonLinearFactor
m DepreciationNonLinearRate
m DepreciationSum
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DepreciationLinearLife

The function DepreciationLinearLife returns the depreciation of an asset for
the specified period, using straight-line depreciation. The accounting periods
have a length of one year, but they don’t necessary need to start January 1.
The depreciation amounts are equal for every period. In case of partial
periods, a relatively equal part must be depreciated.

DepreciationLinearLife(

PurchaseDate, I (input) scalar string expression
NextPeriodDate, I (input) scalar string expression
Cost, I (input) numerical expression
Salvage, I (input) numerical expression
Life, I (input) numerical expression
Period, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:
PurchaseDate

The date of purchase of the asset. PurchaseDate must be given in a
date format. This is the first day that there will be depreciated.

NextPeriodDate
The next date after the balance is drawn up. NextPeriodDate must
also be in date format. NextPeriodDate is the first day of a new period
and must be further in time than PurchaseDate, but not more than
one year after PurchaseDate. When NextPeriodDate is an empty string,
it will get the default value of January 1st of the next year after
purchase.

Cost
The purchase or initial cost of the asset. Cost must be a positive
number.

Salvage
The value of the asset at the end of its useful life. Salvage must be a
scalar numerical expression in the range [0, Cost).

Life
The number of periods until the asset will be fully depreciated, also
called the useful life of the asset. Life must be a positive integer.

Period
The period for which you want to compute the depreciation. Period
an integer in the range {1, Life + 1}. Period 1 is the (partial) period
from PurchaseDate until NextPeriodDate.

Basis
The day-count basis method to be used. The default is 1.
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Return value:

The function DepreciationLinearLife returns the depreciation of an asset
for the specified period.

Equation:

The method-dependent depreciation d; is expressed by the equation

R
I
>

2

Remarks:
The function DepreciationLinearLife is similar to the Excel function SLN.
See also:

Day count basis methods. General equations for computing depreciations.
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DepreciationLinearRate

The function DepreciationLinearRate returns the depreciation of an asset for
the specified period, using linear depreciation. The accounting periods have a
length of one year, but they don’t necessary need to start January 1. The sum
of the depreciation amounts of all periods cannot be higher than the
difference between the cost and the salvage.

DepreciationLinearRate(

PurchaseDate, I (input) scalar string expression
NextPeriodDate, I (input) scalar string expression
Cost, I (input) numerical expression
Salvage, I (input) numerical expression
Period, I (input) numerical expression
DepreciationRate, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:
PurchaseDate

The date of purchase of the asset. PurchaseDate must be given in a
date format. This is the first day that there will be depreciated.

NextPeriodDate
The next date after the balance is drawn up. NextPeriodDate must
also be in date format. NextPeriodDate is the first day of a new period
and must be further in time than PurchaseDate, but not more than
one year after PurchaseDate. When NextPeriodDate is an empty string,
it will get the default value of January 1st of the next year after
purchase.

Cost
The purchase or initial cost of the asset. Cost must be a positive
number.

Salvage
The value of the asset at the end of its useful life. Salvage must be a
scalar numerical expression in the range [0, Cost).

Period
The period for which you want to compute the depreciation. Period
must be a positive integer. Period 1 is the (partial) period from
PurchaseDate until NextPeriodDate.

DepreciationRate
The value of the asset declines every period by an amount equal to
the depreciation rate times the Cost. DepreciationRate must be a
numerical expression in the range [0, %).

Basis
The day-count basis method to be used. The default is 1.
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Return value:

The function DepreciationlLinearRate returns the depreciation of an asset
for the specified period.

Equation:

The method-dependent depreciation d; is expressed by the equation

di = fpnrc
di=rc (i#1)
where 7 is the depreciation rate.

Remarks:

m The useful life of the asset is determined by the depreciation rate, and
the requirement that the value of the asset can never drop below its
salvage value.

m The function DepreciationLinearRate is similar to the Excel function
AMORLINC.

See also:

Day count basis methods. General equations for computing depreciations.
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DepreciationNonLinearSumOfYear

The function DepreciationNonLinearSumOfYear returns the depreciation of an
asset for the specified period, using sum of years’ digits depreciation. The
accounting periods have a length of one year, but they don’t necessary need
to start January 1. The depreciation amounts decline linear for every
following period until the value reaches the salvage.

DepreciationNonLinearSumOfYear(

PurchaseDate, (input) scalar string expression
NextPeriodDate, (input) scalar string expression
Cost, (input) numerical expression

!
!
!
Salvage, I (input) numerical expression
!
!
!

Life, (input) numerical expression
Period, (input) numerical expression
[Basis] (optional) numerical expression
)
Arguments:
PurchaseDate

The date of purchase of the asset. PurchaseDate must be given in a
date format. This is the first day that there will be depreciated.

NextPeriodDate
The next date after the balance is drawn up. NextPeriodDate must
also be in date format. NextPeriodDate is the first day of a new period
and must be further in time than PurchaseDate, but not more than
one year after PurchaseDate. When NextPeriodDate is an empty string,
it will get the default value of January 1st of the next year after
purchase.

Cost
The purchase or initial cost of the asset. Cost must be a positive
number.

Salvage
The value of the asset at the end of its useful life. Salvage must be a
scalar numerical expression in the range [0, Cost).

Life
The number of periods until the asset will be fully depreciated, also
called the useful life of the asset. Life must be a positive integer.
Period
The period for which you want to compute the depreciation. Period
an integer in the range {1, Life + 1}. Period 1 is the (partial) period
from PurchaseDate until NextPeriodDate.
Basis

The day-count basis method to be used. The default is 1.
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Return value:

The function DepreciationNonLinearSum0fYear returns the depreciation of
an asset for the specified period.

Equation:

The method-dependent depreciation d; is expressed by the equation

~ cC—S

d=-—="1

PTIL ) Jon

di=—5"2 (L+2-i-fon) (i#1)
EREYTTASY! N '

Remarks:

The function DepreciationNonLinearSumOfYear is similar to the Excel
function SYD.

See also:

Day count basis methods. General equations for computing depreciations.
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DepreciationNonLinearLife

The function DepreciationNonLinearLife returns the depreciation of an asset
for the specified period, using fixed declining balance depreciation. The
accounting periods have a length of one year, but they don’t necessary need
to start January 1. The depreciation amounts decline by a fixed rate for every
succeeding period.

DepreciationNonLinearLife(

PurchaseDate, I (input) scalar string expression
NextPeriodDate, I (input) scalar string expression
Cost, I (input) numerical expression
Salvage, I (input) numerical expression
Life, I (input) numerical expression
Period, I (input) numerical expression
[Basis,] ! (optional) numerical expression
[Mode] ! (optional) numerical expression
)
Arguments:
PurchaseDate

The date of purchase of the asset. PurchaseDate must be given in a
date format. This is the first day that there will be depreciated.

NextPeriodDate
The next date after the balance is drawn up. NextPeriodDate must
also be in date format. NextPeriodDate is the first day of a new period
and must be further in time than PurchaseDate, but not more than
one year after PurchaseDate. When NextPeriodDate is an empty string,
it will get the default value of January 1st of the next year after
purchase.

Cost
The purchase or initial cost of the asset. Cost must be a positive
number.

Salvage
The value of the asset at the end of its useful life. Salvage must be a
scalar numerical expression in the range [0, Cost).

Life
The number of periods until the asset will be fully depreciated, also
called the useful life of the asset. Life must be a positive integer.
Period
The period for which you want to compute the depreciation. Period
an integer in the range {1, Life + 1}. Period 1 is the (partial) period
from PurchaseDate until NextPeriodDate.
Basis

The day-count basis method to be used. The default is 1.
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Mode
Specifies how partial periods will be handled. Mode must be binary.
Mode = 0: we just take a relatively equal part of the depreciation for a
full year. This is mathematically incorrect, but is rather common in
the financial world. Mode = 1: the depreciation for the partial periods
is calculated so that the asset exactly equals its Salvage after its
useful life. The default is 0.

Return value:

The function DepreciationNonLinearLife returns the depreciation of an
asset for the specified period.

Equation:

The method-dependent depreciation d; is expressed by the equations

gi = fpNT V1 for Mode = 0
' (1 —-(1- r)f"N) v, for Mode = 1

d; =rv; (i+1)

where the depreciation rate » equals

Remarks:

The function DepreciationLinearNonLife is similar to the Excel function DB.

See also:

Day count basis methods. General equations for computing depreciations.
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DepreciationNonLinearFactor

The function DepreciationNonLinearFactor returns the depreciation of an asset
for the specified period, using double-declining balance depreciation or some
other method you specify. The accounting periods have a length of one year,
but they don’t necessary need to start January 1. The depreciation amounts
decline by the factor times a fixed rate for every succeeding period. The
higher the used factor, the sooner the asset is totally depreciated.

DepreciationNonLinearFactor(

PurchaseDate, I (input) scalar string expression
NextPeriodDate, I (input) scalar string expression
Cost, I (input) numerical expression
Salvage, I (input) numerical expression
Life, I (input) numerical expression
Period, I (input) numerical expression
Factor I (input) numerical expression
[Basis,] ! (optional) numerical expression
[Mode] ! (optional) numerical expression
)
Arguments:
PurchaseDate

The date of purchase of the asset. PurchaseDate must be given in a
date format. This is the first day that there will be depreciated.

NextPeriodDate
The next date after the balance is drawn up. NextPeriodDate must
also be in date format. NextPeriodDate is the first day of a new period
and must be further in time than PurchaseDate, but not more than
one year after PurchaseDate. When NextPeriodDate is an empty string,
it will get the default value of January 1st of the next year after
purchase.

Cost
The purchase or initial cost of the asset. Cost must be a positive
number.

Salvage
The value of the asset at the end of its useful life. Salvage must be a
scalar numerical expression in the range [0, Cost).

Life
The number of periods until the asset will be fully depreciated, also
called the useful life of the asset. Life must be a positive integer.

Period
The period for which you want to compute the depreciation. Period
an integer in the range {1, Life + 1}. Period 1 is the (partial) period
from PurchaseDate until NextPeriodDate.
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Factor
The rate by which the depreciation declines is F%;gr Factor must be a
numerical expression in the range [1, «). In case Factor = 2 we
define this method as double declining depreciation.

Basis
The day-count basis method to be used. The default is 1.

Mode
Specifies how partial periods will be handled. Mode must be binary.
Mode = 0: we just take a relatively equal part of the depreciation for a
full year. This is mathematically incorrect, but is rather common in
the financial world. Mode = 1: the depreciation for the partial periods
is calculated so that the asset exactly equals its Salvage after its
useful life. The default is 0.

Return value:

The function DepreciationNonLinearFactor returns the depreciation of an
asset for the specified period.

Equation:

The method-dependent depreciation d; is expressed by the equations

Ji = fenrc for Mode = 0
' (1—(1—1/)fPN>c for Mode = 1
di=(c—d)r(l-r)? (i+1)

where the depreciation rate » equals

SIS

with f the Factor argument.
Remarks:

m The useful life of the asset is determined by the Factor and Life
arguments, and the requirement that the value of the asset can never
drop below its salvage value.

m The function DepreciationLinearNonFactor is similar to the Excel
function DDB.

See also:

Day count basis methods. General equations for computing depreciations.



Chapter 6. Financial Functions

DepreciationNonLinearRate

The function DepreciationNonLinearRate returns the depreciation of an asset
for the specified period, using factor-declining depreciation. The
DepreciationRate determines the factor. The accounting periods have a length
of one year, but they don’t necessary need to start January 1.

DepreciationNonLinearRate(

PurchaseDate, I (input) scalar string expression
NextPeriodDate, I (input) scalar string expression
Cost, I (input) numerical expression
Salvage, I (input) numerical expression
Period, I (input) numerical expression
DepreciationRate, I (input) numerical expression
[Basis,] ! (optional) numerical expression
[Mode] ! (optional) numerical expression
)
Arguments:
PurchaseDate

The date of purchase of the asset. PurchaseDate must be given in a
date format. This is the first day that there will be depreciated.

NextPeriodDate
The next date after the balance is drawn up. NextPeriodDate must
also be in date format. NextPeriodDate is the first day of a new period
and must be further in time than PurchaseDate, but not more than
one year after PurchaseDate. When NextPeriodDate is an empty string,
it will get the default value of January 1st of the next year after
purchase.

Cost
The purchase or initial cost of the asset. Cost must be a positive
number.

Salvage
The value of the asset at the end of its useful life. Salvage must be a
scalar numerical expression in the range [0, Cost).

Period
The period for which you want to compute the depreciation. Period
an integer in the range {1, Life + 1}. Period 1 is the (partial) period
from PurchaseDate until NextPeriodDate.

DepreciationRate
The value of the asset declines every period by an amount equal to
the depreciation rate times the Cost. DepreciationRate must be a
numerical expression in the range [0, %).

Basis
The day-count basis method to be used. The default is 1.
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Mode
Specifies how partial periods will be handled. Mode must be binary.
Mode = 0: we just take a relatively equal part of the depreciation for a
full year. This is mathematically incorrect, but is rather common in
the financial world. Mode = 1: the depreciation for the partial periods
is calculated so that the asset exactly equals its Salvage after its
useful life. The default is 0.

Return value:

The function DepreciationNonLinearRate returns the depreciation of an
asset for the specified period.

Equation:

The method-dependent depreciation d; is expressed by the equations

g = fenvfc for Mode = 0
! (1—(1—1ff)f"N)c for Mode = 1

rfvi (1<i<L-1)

di: %Ui (i=L-1)
vi—s (i=1)

where v is the DepreciationRate, L = [1/7] the useful life of the asset, and
the depreciation coefficient f is determined by

1.5 for % < %
f=120 for% %
2.5 forvr < %

Remarks:

The function DepreciationLinearNonRate is similar to the Excel function
AMORDEGRC.

See also:

Day count basis methods. General equations for computing depreciations.
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DepreciationSum

The function DepreciationSum returns the depreciation of an asset for the
specified interval, using factor-declining depreciation. The accounting periods
have a length of one year, but they don’'t necessary need to start January 1. A
parameter Switch is used to indicated that, when straight-line depreciation
results in greater depreciation than factor-declining depreciation, the
calculation of the depreciation has to be based on that method.

DepreciationSum(
PurchaseDate, I (input) scalar string expression
NextPeriodDate, I (input) scalar string expression
Cost, I (input) numerical expression
Salvage, I (input) numerical expression
Life, I (input) numerical expression
StartPeriod, I (input) numerical expression
EndPeriod, I (input) numerical expression
Factor, I (input) numerical expression
[Basis,] ! (optional) numerical expression
[Mode, ] ! (optional) numerical expression
[Switch] ! (optional) numerical expression
)

Arguments:
PurchaseDate

The date of purchase of the asset. PurchaseDate must be given in a
date format. This is the first day that there will be depreciated.

NextPeriodDate
The next date after the balance is drawn up. NextPeriodDate must
also be in date format. NextPeriodDate is the first day of a new period
and must be further in time than PurchaseDate, but not more than
one year after PurchaseDate. When NextPeriodDate is an empty string,
it will get the default value of January 1st of the next year after
purchase.

Cost
The purchase or initial cost of the asset. Cost must be a positive
number.

Salvage
The value of the asset at the end of its useful life. Salvage must be a
scalar numerical expression in the range [0, Cost).

Life
The number of periods until the asset will be fully depreciated, also
called the useful life of the asset. Life must be a positive integer.

StartPeriod
The starting period of the interval, for which you want to compute
the sum of depreciation, this may also indicate a partial period.
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StartPeriod must be an integer in the range {1, Life}. StartPeriod must
have the same unit as Life.

EndPeriod
The last period of the interval, for which you want to compute the
sum of depreciation. EndPeriod must be an integer in the range
{StartPeriod, Life}. EndPeriod must have the same unit as Life.

Factor
The rate by which the depreciation declines is £ ‘if;gr Factor must be a
numerical expression in the range [1, «). In case Factor = 2 we
define this method as double declining depreciation.

Basis
The day-count basis method to be used. The default is 1.

Mode
Specifies how partial periods will be handled. Mode must be binary.
Mode = 0: we just take a relatively equal part of the depreciation for a
full year. This is mathematically incorrect, but is rather common in
the financial world. Mode = 1: the depreciation for the partial periods
is calculated so that the asset exactly equals its Salvage after its
useful life. The default is 0.

Switch
Indicates whether to switch to straight-line depreciation when the
depreciation amounts will be higher applying that method, or not to
switch. Switch must be binary. If Switch = 0: do not switch, if
Switch = 1: switch. The default is 1.

Return value:

The function DepreciationSum returns the depreciation of an asset for the
specified period.

Remarks:

The function DepreciationSum is similar to the Excel function VDB.

See also:

The functions DepreciationNonLinearFactor, DepreciationLinearLife. Day
count basis methods. General equations for computing depreciations.
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6.4 Investments

When dealing with investments or loans, several cash flows are scheduled
within a certain time frame, such as the

m present value (the value at the beginning of the scheduled time frame),
m future value (the value at the end of the scheduled time frame), and
m periodic payments during the scheduled time frame.

A1mMSs provides several functions to calculate each of these cash flows (or the
interest rate used) in the presence of all others.

Investments and loans with constant, periodic payments and a constant
interest rate are special. When the payments are annual, such an investment
is called an annuity. The constant payments of these investments consist of a
principal and an interest payment. The principal payment will generally
increase in time whereas the interest payment will decrease in time. Two
different types of investments with constant payments and interest rates can
be distinguished:

m The first type, also referred as type 0, has payments that are made at
the end of each period.

m The second type, type 1, has payments that are made at the beginning
of each period. This type has no interest payment at the beginning of
the first period, but does have an extra period, after the last periodic
payment, with an interest payment over the last period and an inverse
principal payment.

Cash flows can be either positive or negative, where a positive payment
indicates that you are receiving this payment. Taking the interest into
account, the total value of an investment must be equal to zero after all cash
flows have occurred. For example, a positive present value and positive
payments will lead to a negative future value: your debt has grown. The
following equation expresses the relation between all the cash flows that take

place
N

vp(L+N+p > A+ v, =0
i=1
where v, is the present value, v is the future value, p is the constant
periodic payment, 7 is the constant interest rate and T is the investment type
as discussed above.
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AIMMS supports the following investment functions with constant, periodic
payments:

InvestmentConstantPresentValue
InvestmentConstantFutureValue
InvestmentConstantPeriodicPayment
InvestmentConstantInterestPayment
InvestmentConstantPrincipalPayment
InvestmentConstantCumulativeInterestPayment
InvestmentConstantCumulativePrincipalPayment
InvestmentConstantNumberPeriods
InvestmentConstantRateAll
InvestmentConstantRate

When the cash flows are variable (i.e. not constant), take place at irregular
intervals, or when the interest rate varies over time, it still possible to
compute present values, future values, and the internal rate of return, i.e. the
rate received for an investment consisting of payments and income.

A1MMS supports the following investment functions for variable cash flows:

InvestmentVariablePresentValue
InvestmentVariablePresentValueInPeriodic
InvestmentSingleFutureValue
InvestmentVariableInternalRateReturnAll
InvestmentVariableInternalRateReturn
InvestmentVariableInternalRateReturnInPeriodicAll
InvestmentVariableInternalRateReturnInPeriodic
InvestmentVariableInternalRateReturnModified

Variable
payments
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InvestmentConstantPresentValue

The function InvestmentConstantPresentValue returns the present value of an
investment based on periodic, constant payments and a constant interest rate.

InvestmentConstantPresentValue(
FutureValue, I (input) numerical expression
Payment, I (input) numerical expression
NumberPeriods, I (input) numerical expression

|

|

InterestRate, (input) numerical expression
Type (input) numerical expression
)
Arguments:
FutureValue

The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

Payment
The periodic payment for the investment. Payment must be a real
number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (-1, 1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

Return value:

The function InvestmentConstantPresentValue returns the total amount
that a series of future payments is worth at this moment.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters FutureValue, Payment and InterestRate can be used as
a variable.

m The function InvestmentConstantPresentValue is similar to the Excel
function PV.

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantFutureValue

The function InvestmentConstantFutureValue returns the future value of an
investment based on periodic, constant payments and a constant interest rate.

InvestmentConstantFutureValue(
PresentValue, I (input) numerical expression
Payment, I (input) numerical expression
NumberPeriods, I (input) numerical expression

I

I

InterestRate, (input) numerical expression
Type (input) numerical expression
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

Payment
The periodic payment for the investment. Payment must be a real
number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (—1,1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

Return value:

The function InvestmentConstantFutureValue returns the cash balance you
want to attain after the last payment is made.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters PresentValue, Payment and InterestRate can be used
as a variable.

m The function InvestmentConstantFutureValue is similar to the Excel
function FV.

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantPeriodicPayment

The function InvestmentConstantPeriodicPayment returns the periodic payment
for an investment based on periodic, constant payments and a constant
interest rate.

InvestmentConstantPeriodicPayment(
PresentValue, I (input) numerical expression
FutureValue, I (input) numerical expression
NumberPeriods, I (input) numerical expression
|
|

InterestRate, (input) numerical expression
Type (input) numerical expression
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (—1,1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

Return value:

The function InvestmentConstantPeriodicPayment returns the periodic
payment for the investment.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters PresentValue, FutureValue and InterestRate can be
used as a variable.

m The function InvestmentConstantPeriodicPayment is similar to the Excel
function PMT.

136



Chapter 6. Financial Functions 137

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantInterestPayment

The function InvestmentConstantInterestPayment returns the interest payment
of the specified period for an investment based on periodic, constant
payments and a constant interest rate. Every periodic payment can be divided
in two parts: an interest payment and a principal repayment.

InvestmentConstantInterestPayment(

PresentValue, I (input) numerical expression
FutureValue, I (input) numerical expression
NumberPeriods, I (input) numerical expression
Period I (input) numerical expression
InterestRate, I (input) numerical expression
Type I (input) numerical expression
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

Period
The period for which you want to compute the interest payment.
Period must be an integer in the range {1, NumberPeriods + Type}.
When Type = 1, the extra period is to account the interest over the
former period.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (—1,1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

Return value:

The function InvestmentConstantInterestPayment returns the interest
payment for the specified period.
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Equation:
The interest payment i; in period i is computed through the equation
ij=-v,r(1+71)1"T —p (((1 +)i-1-T 1) a+nrT+ rT)
Remarks:

m This function can be used in an objective function or constraint and the
input parameters PresentValue, FutureValue and InterestRate can be
used as a variable.

m The function InvestmentConstantInterestPayment is similar to the Excel
function IPMT.

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantPrincipalPayment

The function InvestmentConstantPrincipalPayment returns the principal
payment of the specified period for an investment based on periodic,
constant payments and a constant interest rate. Every periodic payment can
be divided in two parts: an interest payment and a principal payment.

InvestmentConstantPrincipalPayment(

PresentValue, I (input) numerical expression
FutureValue, I (input) numerical expression
NumberPeriods, I (input) numerical expression
Period I (input) numerical expression
InterestRate, I (input) numerical expression
Type I (input) numerical expression
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

Period
The period for which you want to compute the interest payment.
Period must be an integer in the range {1, NumberPeriods + Type}.
When Type = 1, the extra period is to account the interest over the
former period.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (—1,1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

Return value:

The function InvestmentConstantPrincipalPayment returns the principal
payment for the specified period.
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Equation:
The principal payment p; in period i follows from the relation
pi=p—i
where 1i; is the interest payment in period i.
Remarks:

m This function can be used in an objective function or constraint and the
input parameters PresentValue, FutureValue and InterestRate can be
used as a variable.

m The function InvestmentConstantPrincipalPayment is similar to the Excel
function PPMT.

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantCumulativelnterestPayment

The function InvestmentConstantCumulativelnterestPayment returns the
cumulative interest payment for the specified interval for an investment
based on periodic, constant payments and a constant interest rate. Every
periodic payment can be divided in two parts: an interest payment and a
principal payment.

InvestmentConstantCumulativeInterestPayment(

PresentValue, (input) numerical expression
FutureValue, (input) numerical expression
NumberPeriods, (input) numerical expression

!
!
!
StartPeriod, I (input) numerical expression
!
!
!

EndPeriod, (input) numerical expression
InterestRate, (input) numerical expression
Type (input) numerical expression
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

StartPeriod
The starting period of the interval for which you want to compute the
cumulative interest payment. StartPeriod must be an integer in the
range {1, NumberPeriods}.

EndPeriod
The ending period of the interval for which you want to compute the
cumulative interest payment. EndPeriod must be an integer in the
range {StartPeriod, NumberPeriods}.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (—1,1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.
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Return value:

The function InvestmentConstantCumulativeInterestPayment returns the
sum of the interest payments for the periods in the specified interval.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters PresentValue, FutureValue and InterestRate can be
used as a variable.

m The function InvestmentConstantCumulativeInterestPayment is similar to
the Excel function CUMIPMT.

See also:

General equations for investments with constant, periodic payments.

143



Chapter 6. Financial Functions

InvestmentConstantCumulativePrincipalPayment

The function InvestmentConstantCumulativePrincipalPayment returns the
cumulative principal payment for the specified interval for an investment
based on periodic, constant payments and a constant interest rate. Every
periodic payment can be divided in two parts: an interest payment and a
principal payment.

InvestmentConstantCumulativePrincipalPayment(

PresentValue, (input) numerical expression
FutureValue, (input) numerical expression
NumberPeriods, (input) numerical expression

!
!
!
StartPeriod, I (input) numerical expression
!
!
!

EndPeriod, (input) numerical expression
InterestRate, (input) numerical expression
Type (input) numerical expression
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

StartPeriod
The starting period of the interval for which you want to compute the
cumulative interest payment. StartPeriod must be an integer in the
range {1, NumberPeriods}.

EndPeriod
The ending period of the interval for which you want to compute the
cumulative interest payment. EndPeriod must be an integer in the
range {StartPeriod, NumberPeriods}.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (—1,1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.
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Return value:

The function InvestmentConstantCumulativePrincipalPayment returns the
sum of the principal payments for the periods in the specified interval.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters PresentValue, FutureValue and InterestRate can be
used as a variable.

m The function InvestmentConstantCumulativePrincipalPayment is similar to
the Excel function CUMPRINC.

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantNumberPeriods

The function InvestmentConstantNumberPeriods returns the number of periods
for an investment based on periodic, constant payments and a constant
interest rate.

InvestmentConstantNumberPeriods(
PresentValue, I (input) numerical expression
FutureValue, I (input) numerical expression
Payment, I (input) numerical expression
|
|

InterestRate, (input) numerical expression
Type (input) numerical expression
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

Payment
The value of the periodic payment for the investment. Payment must
be a real number. Payment and InterestRate cannot both be 0.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (—1,1).

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

Return value:

The function InvestmentConstantNumberPeriods returns the number of
periods for an investment based on periodic, constant payments and a
constant interest rate.

Remarks:

The function InvestmentConstantNumberPeriods is similar to the Excel
function NPER.

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantRateAll

The procedure InvestmentConstantRateAll returns the interest rate(s) for an
investment based on periodic, constant payments and a constant interest rate.

InvestmentConstantRateAll(

PresentValue, I (input) numerical expression
FuturevValue, I (input) numerical expression
Payment, I (input) numerical expression

I
I
I

NumberPeriods, I (input) numerical expression
I
I
I
I

Type, I (input) numerical expression
Mode, I (input) numerical expression
NumberSoTutions, ! (output) numerical expression
Solutions I (output) one-dimensional parameter
)
Arguments:
PresentValue

The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

Payment
The periodic payment for the investment. Payment must be a real
number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

Mode
Indicates whether all the solutions need to be found or just one.
Mode = 0: the search for solutions stops after one solution is found.
Mode = 1: the search for solutions continues till all solutions are
found.

NumberSolutions
The number of solutions found. If Mode = 0 NumberSolutions will
always be 1.

Solutions
There is not always a unique solution for InterestRate. Dependent on
Mode one solution or all the solutions will be given. Solutions smaller
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than —1 are not supposed to be relevant, so the search for solutions
is limited to the area greater than —1.

Remarks:

m When you want to use this procedure in an objective function or
constraint you have to use InvestmentConstantRate.

m The function InvestmentConstantRateAll is similar to the Excel function
RATE.

See also:

General equations for investments with constant, periodic payments.
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InvestmentConstantRate

The function InvestmentConstantRate returns the interest rate for an
investment based on periodic, constant payments and a constant interest
rate. This function uses the procedure InvestmentConstantRateAll to
determine all possible interest rates and returns the interest rate that is
within the specified bounds.

InvestmentConstantRate(

PresentValue, I (input) numerical expression
FutureValue, I (input) numerical expression
Payment, I (input) numerical expression

Type, I (input) numerical expression

[LowerBound,] I (optional) numerical expression
[UpperBound,] I (optional) numerical expression
[Error] I (optional) numerical expression

)
Arguments:

I
I
I
NumberPeriods, I (input) numerical expression
I
I
I
I

PresentValue
The total amount that a series of future payments is worth at this
moment. PresentValue must be a real number.

FutureValue
The cash balance you want to attain after the last payment is made.
FutureValue must be a real number.

Payment

The periodic payment for the investment. Payment must be a real
number.

NumberPeriods
The total number of payment periods for the investment.
NumberPeriods must be a positive integer.

Type
Indicates when payments are due. Type = 0: Payments are due at the
end of each period. Type = 1: Payments are due at the beginning of
each period.

LowerBound
Indicates a minimum for the interest rate to be accepted by this
function. The default is —1.

UpperBound
Indicates a maximum for the interest rate to be accepted by this
function. The default is 5.

Error
Indicates whether AiMMS should give an error if multiple solutions
are found that satisfy the bounds. Error = 0: if multiple solutions are
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found, return the solution with the smallest absolute value. Error = 1:
if multiple solutions are found, return an error message. The default
is 0.

Return value:

The function InvestmentConstantRate returns the interest rate for an

investment based on periodic, constant payments and a constant interest
rate.

Remarks:

m The function InvestmentConstantRate can be used in an objective
function or constraint. The input parameters PresentValue, FutureValue
and Payment can be used as variables.

m The function InvestmentConstantRate is similar to the Excel function
RATE.

See also:

General equations for investments with constant, periodic payments.
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InvestmentVariablePresentValue

The function InvestmentVariablePresentValue returns the net present value
for an investment based on a series of periodic cash flows at the end of the
periods and a constant interest rate.

InvestmentVariablePresentValue(

Value, I (input) one-dimensional numerical parameter
InterestRate I (input) numerical expression
)
Arguments:
Value

The periodic payments (positive or negative), which must be equally
spaced in time and occur at the end of each period. The order of the
payments in Value must be the same as the order in which the cash
flows occur. Value is an one dimensional parameter of real numbers.
Value should contain at least one nonzero number. Value given by
positive numbers represent incoming amounts and Value given by
negative numbers represent outgoing amounts.

InterestRate

The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (-1, 1).

Return value:

The function InvestmentVariablePresentValue returns the net present value
of an investment, which is the total value of all the future cash flows at
the beginning of the first period.

Equation:

The net present value v, is computed through the equation

n
pi
Vy = —
P Z (1+7)t
i=1
where p; are the (variable) periodic payments, and v is the (constant)
interest rate.

Remarks:

m When all payments are constant, the net present value computed here is
equal to the negative value of the present value computed by the
function InvestmentConstantPresentValue with the future value set to 0.0.

m This function can be used in an objective function or constraint and the
input parameters Value and InterestRate can be used as a variable.
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m The function InvestmentVariablePresentValue is similar to the Excel
function NPV.

See also:

The function InvestmentConstantPresentValue.
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InvestmentVariablePresentValuelnPeriodic

The function InvestmentVariablePresentValueInPeriodic returns the net
present value on the date of the first cash flow for an investment based on a
series of in-periodic cash flows and a constant interest rate.

InvestmentVariablePresentValueInPeriodic(

Value, I (input) one-dimensional numerical expression
Date, I (input) one-dimensional string expression
InterestRate, I (input) numerical expression

[Basis] I (optional) numerical expression

)
Arguments:

Value
The payments (positive or negative). Value is an one-dimensional
parameter of real numbers. Value given by positive numbers
represent incoming amounts and Value given by negative numbers
represent outgoing amounts. Value must contain at least one positive
and at least one negative number.

Date
The dates on which the payments occur. Date and Value must have
the same order. Date is an one-dimensional parameter of dates given
in a date format. The first payment date indicates the beginning of
the schedule of payments. All other dates must be later than this
date, but they may occur in any order. Date should contain as many
dates as the number of values given by Value.

InterestRate
The interest rate per period for the investment. InterestRate must be
a numerical expression in the range (-1, 1).

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function InvestmentVariablePresentValueInPeriodic returns the net
present value of an investment, which is the total value of all the future
cash flows at this moment.

Equation:

The net present value v, is computed through the equation

n

_ pi
Vp = gi (1+7)fi
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where p; are the periodic payments, 7 is the (constant) interest rate, and
fi is the difference between date i and the first date (so, f; = 0), according
to the selected day-count basis method.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters Value and InterestRate can be used as a variable.

m The function InvestmentVariablePresentValueInPeriodic is similar to the
Excel function XNPV.

See also:

Day count basis methods.
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InvestmentSingleFutureValue

The function InvestmentSingleFutureValue returns the future value, the cash
balance, of a payment made at this moment, present value, with periodic
interest rates.

InvestmentSingleFutureValue(

PresentValue, I (input) numerical expression
PeriodicRate I (input) one-dimensional numerical expression
)
Arguments:
PresentValue

Payment made at the start of the first period. PresentValue must be a
real number. If PresentValue is a negative number it represents an
outgoing amount and when it is a positive number it represents an
incoming amount.

PeriodicRate
Interest rates which differ per period. PeriodicRate is a
one-dimensional parameter, which should contain at least one
nonzero number. The periods must be equally spaced in time and the
interest rates must be ordered.

Return value:

The function InvestmentSingleFutureValue returns the future value of the
present value, using the periodic interest rates.

Equation:
The future value vy is computed through the equation
n
vr=v, [[Q+7)
i=1
where v, is the present value, and r; the variable, periodic interest rates.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters PresentValue and PeriodicRate can be used as a
variable.

m The function InvestmentSingleFutureValue is similar to the Excel
function FVSCHEDULE.
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InvestmentVariableInternalRateReturnAll

The procedure InvestmentVariableInternalRateReturnAll returns the internal

rate of

return for an investment based on a series of periodic cash flows. The

internal rate of return is the rate received for an investment consisting of
payments (negative values) and income (positive values).

InvestmentVariableInternalRateReturnAll(

Value, I (input) one-dimensional numerical expression
Mode, I (input) numerical expression
NumberSoTutions, I (output) numerical expression
IRR I (output) one-dimensional numerical expression
)
Arguments:
Value

The periodic payments (positive or negative), which must be equally
spaced in time. The order of the payments in Value must be the same
as the order in which the cash flows occur. Value is an one
dimensional parameter of real numbers. Value given by positive
numbers represent incoming amounts and Value given by negative
numbers represent outgoing amounts. em Value must contain at least
one positive and at least one negative number.

Mode

Indicates whether all the solutions need to be found or just one.
Mode = 0: the search for solutions stops after one solution is found.
Mode = 1: the search for solutions continues till all solutions are
found.

NumberSolutions

IRR

The number of solutions found. When Mode = 0 the NumberSolutions
will be 1.

The internal rate of return for the investment. There is not always a
unique solution for IRR. Dependent on Mode one solution or all the
solutions will be given. Solutions smaller than -1 are not supposed to
be relevant, so the search for solutions is limited to the area greater
than -1.

Equation:

The internal rate of return 7 is a solution of the equation

n

Pi _
> Teni 0

i=1

where p; are the periodic payments.
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Remarks:

m The internal rate of return is the interest rate at which the investment
has a zero net present value.

m When you want to use this procedure in an objective function or
constraint you have to use InvestmentVariableInternalRateReturn.

m The function InvestmentVariableInternalRateReturnAll is similar to the
Excel function IRR.

See also:

The functions InvestmentVariableInternalRateReturn,
InvestmentVariableInternalRateReturnInPeriodic.
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InvestmentVariableInternalRateReturn

The function InvestmentVariableInternalRateReturn returns the internal rate
of return for an investment based on a series of periodic cash flows. The
internal rate of return is the rate received for an investment. This function
uses the procedure InvestmentVariableInternalRateReturnAll to determine all
possible internal rates and returns the internal rate that is within the
specified bounds.

InvestmentVariableInternalRateReturn(
Value, (input) one-dimensional numerical expression
[LowerBound,] (optional) numerical expression
[UpperBound, ] (optional) numerical expression
[Error] (optional) numerical expression

)
Arguments:

Value
The periodic payments (positive or negative), which must be equally
spaced in time. The order of the payments in Value must be the same
as the order in which the cash flows occur. Value is an one
dimensional parameter of real numbers. Value given by positive
numbers represent incoming amounts and Value given by negative
numbers represent outgoing amounts. em Value must contain at least
one positive and at least one negative number.

LowerBound
Indicates a minimum for the internal rate to be accepted by this
function. The default is —1.

UpperBound
Indicates a maximum for the internal rate to be accepted by this
function. The default is 5.

Error
Indicates whether AiMMs should give an error if multiple solutions
are found that satisfy the bounds. Error = 0: if multiple solutions are
found, return the solution with the smallest absolute value. Error = 1:
if multiple solutions are found, return an error message. The default
is 0.

Return value:

The function InvestmentVariableInternalRateReturn returns the internal
rate of return for an investment based on a series of periodic cash flows.
The internal rate of return is the rate received for an investment.

158



Chapter 6. Financial Functions

Remarks:

m The function InvestmentVariableInternalRateReturn can be used in an
objective function or constraint. The input parameter Value can be used
as a variable.

m The function InvestmentVariableInternalRateReturn is similar to the
Excel function IRR.

See also:

The functions InvestmentVariableInternalRateReturnAll,
InvestmentVariableInternalRateReturnInPeriodic.
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InvestmentVariableInternalRateReturnInPeriodicAll

The procedure InvestmentVariableInternalRateReturnInPeriodicAll returns
the internal rate of return for an investment based on a series of in-periodic
cash flows. The internal rate of return is the interest rate received for an
investment.

InvestmentVariableInternalRateReturnInPeriodicAll(

Value, I (input) one-dimensional numerical expression
Date, I (input) one-dimensional string expression
Mode, I (input) numerical expression
IRR, I (output) one-dimensional numerical expression
NumberSoTutions, I (output) numerical expression
[Basis] I (optional) numerical expression
)
Arguments:
Value

The payments (positive or negative). Value is an one-dimensional
parameter of real numbers. Value given by positive numbers
represent incoming amounts and Value given by negative numbers
represent outgoing amounts. Value must contain at least one positive
and at least one negative number.

Date

The dates on which the payments occur. Date and Value must have
the same order. Date is an one-dimensional parameter of dates given
in a date format. The first payment date indicates the beginning of
the schedule of payments. All other dates must be later than this
date, but they may occur in any order. Date should contain as many
dates as the number of values given by Value.

Mode

IRR

Indicates whether all the solutions need to be found or just one.
Mode = 0: the search for solutions stops after one solution is found.
Mode = 1: the search for solutions continues till all solutions are
found.

The internal rate of return for the investment. There is not always a
unique solution for IRR. Dependent on Mode one solution or all the
solutions will be given. Solutions smaller than -1 are not supposed to
be relevant, so the search for solutions is limited to the area greater
than -1.

NumberSolutions

The number of solutions found. When Mode = 0 the NumberSolutions
will be 1.
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Basis
The day-count basis method to be used. The default is 1.

Equation:

The internal rate of return 7 is a solution of the equation

;(1+r

where p; are the periodic payments, and f; is the difference between date
i and the first date (so, f1 = 0), according to the selected day-count basis
method.

Remarks:

m When you want to use the procedure in an objective function or
constraint you have to use
InvestmentVariableInternalRateReturnInPeriodic.

m The procedure InvestmentVariableInternalRateReturnInPeriodicAll is
similar to the Excel function XIRR.

See also:

The functions InvestmentVariableInternalRateReturn,
InvestmentVariableInternalRateReturnInPeriodic. Day count basis
methods.
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InvestmentVariableInternalRateReturnInPeriodic

The function InvestmentVariableInternalRateReturnInPeriodic returns the
internal rate of return for an investment based on a series of in-periodic cash
flows. The internal rate of return is the interest rate received for an
investment. This function uses the procedure
InvestmentVariableInternalRateReturnInPeriodicAll to determine all possible
internal rates and returns the internal rate that is within the specified bounds.

InvestmentVariableInternalRateReturnInPeriodic(
Value, I (input) one-dimensional numerical expression
Date, I (input) one-dimensional string expression
[Basis,] I (optional) numerical expression

[LowerBound, ] I (optional) numerical expression

[UpperBound,] I (optional) numerical expression

[Error] I (optional) numerical expression

)
Arguments:

Value
The periodic payments (positive or negative), which must be equally
spaced in time. The order of the payments in Value must be the same
as the order in which the cash flows occur. Value is an one
dimensional parameter of real numbers. Value given by positive
numbers represent incoming amounts and Value given by negative
numbers represent outgoing amounts. em Value must contain at least
one positive and at least one negative number.

Date
The dates on which the payments occur. Date and Value must have
the same order. Date is an one-dimensional parameter of dates given
in a date format. The first payment date indicates the beginning of
the schedule of payments. All other dates must be later than this
date, but they may occur in any order. Date should contain as many
dates as the number of values given by Value.

Basis
The day-count basis method to be used. The default is 1.

LowerBound
Indicates a minimum for the internal rate to be accepted by this
function. The default is —1.

UpperBound
Indicates a maximum for the internal rate to be accepted by this
function. The default is 5.

Error
Indicates whether AiMMS should give an error if multiple solutions
are found that satisfy the bounds. Error = 0: if multiple solutions are
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found, return the solution with the smallest absolute value. Error = 1:
if multiple solutions are found, return an error message. The default
is 0.

Return value:

The function InvestmentVariableInternalRateReturnInPeriodic returns the
internal rate of return for an investment based on a series of in-periodic
cash flows. The internal rate of return is the interest rate received for an
investment.

Remarks:

m The function InvestmentVariableInternalRateReturnInPeriodic can be
used in an objective function or constraint. The input parameter Value
can be used as a variable.

m The function InvestmentVariableInternalRateReturnInPeriodic is similar
to the Excel function XIRR.

See also:

The functions InvestmentVariableInternalRateReturn,
InvestmentVariableInternalRateReturnInPeriodicAll. Day count basis
methods.
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InvestmentVariableInternalRateReturnModified

The function InvestmentVariableInternalRateReturnModified returns the
modified internal rate of return for an investment based on a series of
periodic cash flows. It considers both the cost made for the investment and
the interest received on the reinvestment of cash flows.

InvestmentVariableInternalRateReturnModified(

Value, I (input) one-dimensional numerical expression
FinanceRate, I (input) numerical expression
ReinvestRate I (input) numerical expression
)
Arguments:
Value

The periodic payments (positive or negative), which must be equally
spaced in time. The order of the payments in Value must be the same
as the order in which the cash flows occur. Value is an one
dimensional parameter of real numbers. Value given by positive
numbers represent incoming amounts and Value given by negative
numbers represent outgoing amounts. Value must contain at least
one positive and at least one negative number.

FinanceRate
Interest rate you pay on money used in negative cash flows.
FinanceRate must be a numerical expression in the range [—1, o).

ReinvestRate
Interest rate you receive on the positive cash flows as you reinvest
them. ReinvestRate must be a numerical expression in the range
[_ 1 y ) -

Return value:

The function InvestmentVariableInternalRateReturnModified returns the
modified internal rate of return for the investment.

Equation:
The internal rate of return 7 is the solution of the equation

NPV, 7)1 +1)"

n-1 _
) = =V, A+ rp)

where 7 is the number of periods considered, v; = v/ — v; (with
vl* ,V; = 0), 7y the finance rate, v, the reinvestment rate, and NPV the
function InvestmentVariablePresentValue.
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Remarks:

m This function can be used in an objective function or constraint and the
input parameters Value, FinanceRate and ReinvestRate can be used as a
variable.

m There should be at least one negative and one negative Value.

m The function InvestmentVariableInternalRateReturnModified is similar to
the Excel function MIRR.

See also:

The function InvestmentVariableInternalRateReturn.
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6.5 Securities

There are several types of securities, each with its own features and
scheduled cash flows. Cash flows can be scheduled at the end of every
coupon period or just at the end of the security’s life. If we see a security as
an investment, its yield can be viewed as the internal rate of return. The cash
flows of a security can consists of periodic payments (equal to a certain
percentage of the par value), the coupons, and the future value of the
security. In general, the general cash flow equation

N
vp(L+r)N4p > A+t +vp=0

i=1

where v, is the present value, vy is the future value, N the number of
periods, p is a constant periodic payment and 7 is the constant interest rate,
holds. AimMs provides functions the most common types of securities like
treasury bills and bonds. However, the present value, future value, periodic
payments, number of periods and interest rate are different for each specify
security type.

We distinguish three main types of securities:

m securities with zero coupon periods (discounted securities),
m securities with one coupon period (at maturity), and
m securities with multiple coupon periods

In the case of discounted (or zero coupon) securities such as treasury bills,
there are no periodical payments. The only positive cash flow is a fixed
redemption at the end of the securitys life. Therefore, only the value of this
redemption and the investment made for the security determine its yield. In
this case, the present value is equal to the price —P, the price at which the
security is bought at the settlement date, there O periods (so no periodic
payments), and the future value at the maturity date is equal to the
redemption R. Thus the general cash flow equation reduces to

—P(1+7vyfsm)+R=0

where 7, is the annual yield of the security, and fsu is the difference (in
fractions of years) between the settlement and maturity date, computed with
respect to the specified day count basis method.
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Commonly with discounted securities, the yield is not expressed in terms of
the price, but in terms of the fixed redemption. The discount rate is the
increase in value per year as a percentage of the redemption. The relationship
between the yield 7, and the discount rate ¥4 is given by

1

147y fsy = ————
v fsm 1-7afsm

which leads to the following equivalent relation between price and
redemption
-P+R( —vafsm) =0

A treasury bill is a discounted security with less than one year from
settlement until maturity, the number of days in one year is fixed at 360 and
redemption is fixed at 100.

A1MMS supports the following functions for securities with zero coupon
periods:

SecurityDiscountedPrice
SecurityDiscountedRedemption
SecurityDiscountedYield
SecurityDiscountedRate
TreasuryBiT1Price
TreasuryBillYield
TreasuryBil1BondEquivalent

Securities that only pay interest at maturity can be seen as securities with
only one coupon period, where the accrued interest increases linearly in time
until it is paid (when the security expires), and the redemption equals the par
value of the security. In the general cash flow equation,

m the present value
Vp = —P - vparTCfIS;

where P is the price of the account at settlement and f7g is the
difference between the issue and settlement date (in fraction of years)
with respect to the specified day count basis method, to account for the
accrued interest from the issue date until settlement,
m the periodic payment
p= vparryfIM,

where 1, is the annual yield and fju is the difference between the issue
and maturity date (in fraction of years) with respect to the specified day
count basis method, and

m the interest rate

v =7y fom,
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where fgy is the difference between the settlement and maturity date
(in fraction of years) with respect to the specified day count basis
method.

This results in the following equation for securities with one coupon period:

(=P - vparrcfls)(l + TnyM) + vparryfIM + Vpar = 0

A1MMS supports the following functions for securities with one coupon
period:

SecurityMaturityPrice
SecurityMaturityCouponRate
SecurityMaturityYield
SecurityMaturityAccruedInterest

For securities with multiple coupon periods, interest will be accrued linearly
during and paid at the end of each coupon period (i.e. at the coupon date). In
the general cash flow equation

m the number of periods

N =[ffsml,

where f is the coupon frequency (number of coupon periods per year),
and fsy the difference between settlement and maturity date (in
fraction of years) with respect to the specified day count basis method,

m the present value

e frs

S fen’
where P is the price of the security at settlement, vy, the par value of
the security, 7. the annual coupon rate, fps the difference (in fraction of
years) between the previous coupon and settlement date, and fpy the
difference between the previous and next coupon date, both with
respect to the specified day count basis method,

m the periodic payment

Vp = —P — vpgr

P = Vpars
= VUpar
f

m the interest rate

where 7, is the annual yield.

This results in the following equation for securities with multiple coupon
periods:

N-1+48

Ye fPS) fon g“ Ye ry)N_i
P = Vpar— 5 + D Vpar— |1+ = +R=0
< parf fPN = parf < f
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A1MMS supports the following functions for securities with multiple coupon
periods:

SecurityCouponNumber
SecurityCouponPreviousDate
SecurityCouponNextDate
SecurityCouponDays
SecurityCouponDaysPreSettlement
SecurityCouponDaysPostSettlement
SecurityPeriodicPrice
SecurityPeriodicRedemption
SecurityPeriodicCouponRate
SecurityPeriodicYieldAll
SecurityPeriodicYield
SecurityPeriodicAccruedInterest
SecurityPeriodicDuration
SecurityPeriodicDurationModified
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SecurityDiscountedPrice

The function SecurityDiscountedPrice returns the price of a discounted
security at settlement date.

SecurityDiscountedPrice(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Redemption, I (input) numerical expression
DiscountRate, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:
SettlementDate

The date of settlement of the security. SettlementDate must be given
in a date format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Redemption
The amount repaid at maturity date. Redemption must be a positive
real number.

DiscountRate
The rate the security’s value increases per year as a percentage of the
redemption value. DiscountRate must be a positive real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityDiscountedPrice returns the price of the security at
settlement date.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters Redemption and DiscountRate can be used as a
variable.

m The function SecurityDiscountedPrice is similar to the Excel function
PRICEDISC.

See also:

Day count basis methods. General equations for discounted securities.
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SecurityDiscountedRedemption

The function SecurityDiscountedRedemption returns the repayment at maturity
date of a discounted security.

SecurityDiscountedRedemption(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Price, I (input) numerical expression
DiscountRate, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:
SettlementDate

The date of settlement of the security. SettlementDate must be given
in a date format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Price
The price of the security at settlement date. Price must be a positive
real number.

DiscountRate
The rate the security’s value increases per year as a percentage of the
redemption value. DiscountRate must be a positive real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityDiscountedRedemption returns the amount paid at
maturity date.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters Price and DiscountRate can be used as a variable.

m The function SecurityDiscountedRedemption is similar to the Excel
function RECEIVED.

See also:

Day count basis methods. General equations for discounted securities.
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SecurityDiscountedYield

The function SecurityDiscountedYield returns the yield of a discounted
security at maturity date.

SecurityDiscountedYield(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Price, I (input) numerical expression
Redemption, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:
SettlementDate

The date of settlement of the security. SettlementDate must be given
in a date format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Price
The price of the security at settlement date. Price must be a positive
real number.

Redemption
The amount repaid at maturity date. Redemption must be a positive
real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityDiscountedYield returns the annual rate the
security’s value increases as a percentage of the price.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters Price and Redemption can be used as a variable.

m The function SecurityDiscountedYield is similar to the Excel function
YIELDDISC.

See also:

Day count basis methods. General equations for discounted securities.
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SecurityDiscountedRate

The function SecurityDiscountedRate returns the discount rate of a
discounted security.

SecurityDiscountedRate(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Price, I (input) numerical expression
Redemption, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:
SettlementDate

The date of settlement of the security. SettlementDate must be given
in a date format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Price
The price of the security at settlement date. Price must be a positive
real number.

Redemption
The amount repaid at maturity date. Redemption must be a positive
real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityDiscountedRate returns the annual rate the security’s
value increases as a percentage of the redemption value.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters Price and Redemption can be used as a variable.

m The function SecurityDiscountedRate is similar to the Excel function
DISC.

See also:

Day count basis methods. General equations for discounted securities.
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TreasuryBillPrice

The function TreasuryBi11Price returns the price of a Treasury bill at
settlement date. A Treasury bill is a discounted security with less than one
year from settlement until maturity, the number of days in one year is fixed
at 360 and redemption is fixed at 100.

TreasuryBi11Price(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
DiscountRate I (input) numerical expression
)
Arguments:
SettlementDate

The date of settlement of the security. SettlementDate must be given
in a date format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

DiscountRate
The discount rate of the security as a percentage of the redemption.
DiscountRate must be a positive real number.

Return value:

The function TreasuryBi11Price returns the price of a Treasury bill at
settlement date.

Remarks:

m This function can be used in an objective function or constraint and the
input parameter DiscountRate can be used as a variable.

m The function TreasuryBil1Price is similar to the Excel function
TBILLPRICE.

See also:

General equations for discounted securities.
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TreasuryBillYield

The function TreasuryBi11Yield returns the yield of a Treasury bill at
settlement date. A Treasury bill is a discounted security with less than one
year from settlement until maturity, the number of days in one year is fixed
at 360 and redemption is fixed at 100.

TreasuryBillYield(
SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Price I (input) numerical expression

)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be given
in a date format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Price
The price the security is worth at this moment. Price must be a
positive real number.

Return value:

The function TreasuryBil1Yield returns the annual rate the Treasury bill’s
value increases as a percentage of the price.

Remarks:

m This function can be used in an objective function or constraint and the
input parameter Price can be used as a variable.

m The function TreasuryBil1Yield is similar to the Excel function
TBILLYIELD.

See also:

General equations for discounted securities.
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TreasuryBillBondEquivalent

The function TreasuryBill1BondEquivalent returns the bond equivalent yield of
a treasury bill. A Treasury bill is a discounted security with less than one year
from settlement until maturity, the number of days in one year is fixed at 360
and redemption is fixed at 100.

TreasuryBil1BondEquivalent(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
DiscountRate I (input) numerical expression
)
Arguments:
SettlementDate

The date of settlement of the security. SettlementDate must be given
in a date format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

DiscountRate
The discount rate of the security as a percentage of the redemption.
DiscountRate must be a positive real number.

Return value:

The function TreasuryBil1BondEquivalent returns the bond equivalent yield
of a Treasury bill.

Remarks:

m This function can be used in an objective function or constraint and the
input parameter DiscountRate can be used as a variable.

m The function TreasuryBillBondEquivalent is similar to the Excel function
TBILLEQ.

See also:

General equations for discounted securities.
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SecurityMaturityPrice

The function SecurityMaturityPrice returns the price at settlement date of a
security that pays interest at maturity.

SecurityMaturityPrice(

IssueDate, I (input) scalar string expression
SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
ParValue, I (input) numerical expression
CouponRate, I (input) numerical expression
Yield, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

IssueDate
The date of issue of the security. IssueDate must be given in date
format.

SettlementDate

The date of settlement of the security. SettlementDate must also be in
date format and must be a date after IssueDate.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue

The starting value of the security at issue date. ParValue must be a
positive real number.

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Yield
The yield of the security. Yield must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityMaturityPrice returns the price of the security at
settlement date.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters ParValue, CouponRate, and Yield can be used as a
variable.
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m The function SecurityMaturityPrice is similar to the Excel function
PRICEMAT.

See also:

Day count basis methods. General equations for securities with one
coupon.
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SecurityMaturityCouponRate

The function SecurityMaturityCouponRate returns the coupon rate of a security
that pays interest at maturity.

SecurityMaturityCouponRate(

IssueDate, I (input) scalar string expression
SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Parvalue, I (input) numerical expression
Price, I (input) numerical expression
Yield, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

IssueDate
The date of issue of the security. IssueDate must be given in date
format.

SettlementDate

The date of settlement of the security. SettlementDate must also be in
date format and must be a date after IssueDate.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Price
The price of the security at settlement date. Price must be a positive
real number.

Yield
The yield of the security. Yield must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityMaturityCouponRate returns the annual interest rate
of the security as a percentage of the par value.

Remarks:

This function can be used in an objective function or constraint and the
input parameters ParValue, Price, and Yield can be used as a variable.
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See also:

Day count basis methods. General equations for securities with one
coupon.
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SecurityMaturityYield

The function SecurityMaturityYield returns the yield of a security that pays
interest at maturity.

SecurityMaturityYield(

IssueDate, I (input) scalar string expression
SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Parvalue, I (input) numerical expression
Price, I (input) numerical expression
CouponRate, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

IssueDate
The date of issue of the security. IssueDate must be given in date
format.

SettlementDate

The date of settlement of the security. SettlementDate must also be in
date format and must be a date after IssueDate.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Price
The price of the security at settlement date. Price must be a positive
real number.

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityMaturityYield returns the annual rate the security’s
value increases as a percentage of the price.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters ParValue, Price, and CouponRate can be used as a
variable.
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m The function SecurityMaturityYield is similar to the Excel function
YIELDMAT.

See also:

Day count basis methods. General equations for securities with one
coupon.
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SecurityMaturityAccruedInterest

The function SecurityMaturityAccruedInterest returns the accrued interest for
a security that pays interest at maturity.

SecurityMaturityAccruedInterest(

IssueDate, I (input) scalar string expression
SettlementDate, I (input) scalar string expression
ParValue, I (input) numerical expression
CouponRate, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

IssueDate
The date of issue of the security. IssueDate must be given in date
format.

SettlementDate

The date of settlement of the security. SettlementDate must also be in
date format and must be a date after IssueDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityMaturityAccruedInterest returns the interest accrued
from issue date until settlement date.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters CouponRate and ParValue can be used as a variable.

m The function SecurityMaturityAccruedInterest is similar to the Excel
function ACCRINTM.

See also:

Day count basis methods. General equations for securities with one
coupon.
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SecurityCouponNumber

The function SecurityCouponNumber returns the number of coupons from
settlement date and maturity date of a security that pays interest at the end
of each coupon period.

SecurityCouponNumber(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Frequency, I (input) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

Return value:

The function SecurityCouponNumber returns the number of coupon
payments from the settlement date until the maturity date.

Remarks:

The function SecurityCouponNumber is similar to the Excel function COUPNUM.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityCouponPreviousDate

The function SecurityCouponPreviousDate returns the last coupon-date
previous to settlement date of a security that pays interest at the end of each
coupon period.

SecurityCouponPreviousDate(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Frequency I (input) numerical expression
PreviousDate ! (output) string parameter
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

PreviousDate
The date on which the coupon period, in which the settlement date
falls, starts and on which the previous coupon period ends.

Remarks:

The function SecurityCouponPreviousDate is similar to the Excel function
COUPPCD.

See also:

General equations for securities with multiple coupons.
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SecurityCouponNextDate

The function SecurityCouponNextDate returns the first coupon-date next to
settlement date of a security that pays interest at the end of each coupon
period.

SecurityCouponNextDate(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Frequency I (input) numerical expression
NextDate ! (output) string parameter
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

NextDate
The date on which the coupon period ends and on which the next
coupon period starts.

Remarks:

The function SecurityCouponNextDate is similar to the Excel function
COUPNCD.

See also:

General equations for securities with multiple coupons.
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SecurityCouponDays

The function SecurityCouponDays returns the number of days of the coupon
period in which settlement date falls. In other words the number of days
from the last coupon-date previous to settlement date until the first
coupon-date next to settlement date of a security that pays interest at the end
of each coupon period.

SecurityCouponDays (
SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Frequency, I (input) numerical expression
[Basis] ! (optional) numerical expression
)

Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityCouponDays returns the number of days of the
coupon period in which the settlement date falls.

Remarks:
The function SecurityCouponDays is similar to the Excel function COUPDAYS.
See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityCouponDaysPreSettlement

The function SecurityCouponDaysPreSettlement returns the number of days
from the last coupon-date previous to settlement date until settlement date
of a security that pays interest at the end of each coupon period.

SecurityCouponDaysPreSettlement(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Frequency, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Frequency

The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityCouponDaysPreSettlement returns the number of days
from the previous coupon-date until the settlement date, using the
specified day-count basis.

Remarks:

The function SecurityCouponDaysPreSettlement is similar to the Excel
function COUPDAYBS.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityCouponDaysPostSettlement

The function SecurityCouponDaysPostSettlement returns the number of days
from the first coupon-date next to settlement date until settlement date of a
security that pays interest at the end of each coupon period.

SecurityCouponDaysPostSettTement(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Frequency, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

Frequency

The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityCouponDaysPostSettlement returns the number of
days from the first coupon-date next to settlement date until settlement
date.

Remarks:

The function SecurityCouponDaysPostSettlement is similar to the Excel
function COUPDAYSNC.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityPeriodicPrice

The function SecurityPeriodicPrice returns the price at settlement date of a
security that pays interest at the end of each coupon period.

SecurityPeriodicPrice(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
ParValue, I (input) numerical expression
Redemption, I (input) numerical expression
Frequency, I (input) numerical expression
CouponRate, I (input) numerical expression
Yield, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Redemption
The amount repaid for the security at the maturity date. Redemption
must be a positive real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Yield
The yield of the security. Yield must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityPeriodicPrice returns the price of the security at
settlement date.
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Remarks:

m This function can be used in an objective function or constraint and the
input parameters ParValue, Redemption, CouponRate, and Yield can be
used as a variable.

m The function SecurityPeriodicPrice is similar to the Excel function
PRICE.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityPeriodicRedemption

The function SecurityPeriodicRedemption returns the repayment at maturity
date of a security that pays interest at the end of each coupon period.

SecurityPeriodicRedemption(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
ParValue, I (input) numerical expression
Price, I (input) numerical expression
Frequency, I (input) numerical expression
CouponRate, I (input) numerical expression
Yield, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Price
The price of the security at settlement date. Price must be a positive
real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Yield
The yield of the security. Yield must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityPeriodicRedemption returns the amount repaid for
the security at the maturity date.
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Remarks:

This function can be used in an objective function or constraint and the
input parameters ParValue, Price, CouponRate, and Yield can be used as a
variable.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityPeriodicCouponRate

The function SecurityPeriodicCouponRate returns the coupon rate of a security
that pays interest at the end of each coupon period.

SecurityPeriodicCouponRate(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
ParValue, I (input) numerical expression
Price, I (input) numerical expression
Redemption, I (input) numerical expression
Frequency, I (input) numerical expression
Yield, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Price
The price of the security at settlement date. Price must be a positive
real number.

Redemption

The amount repaid for the security at the maturity date. Redemption
must be a positive real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

Yield
The yield of the security. Yield must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityPeriodicCouponRate returns the interest rate per year
of the security as a percentage of the par value.

194



Chapter 6. Financial Functions 195

Remarks:

This function can be used in an objective function or constraint and the
input parameters ParValue, Price, Redemption, and Yield can be used as a
variable.

See also:

Day count basis methods. General equations for securities with multiple
coupons.



Chapter 6. Financial Functions

SecurityPeriodicYieldAll

The procedure SecurityPeriodicYieldAl1 returns the yield(s) of a security that
pays interest at the end of each coupon period.

SecurityPeriodicYieldA11(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
ParValue, I (input) numerical expression
Price, I (input) numerical expression
Redemption, I (input) numerical expression
Frequency, I (input) numerical expression
CouponRate, I (input) numerical expression
Yield, ! (output) one-dimensional numerical expression
NumberSoTutions, ! (output) numerical expression
[Basis,] ! (optional) numerical expression
[Mode] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Price
The price of the security at settlement date. Price must be a positive
real number.

Redemption
The amount repaid for the security at the maturity date. Redemption
must be a positive real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Yield
The yield of the security. Yield must be a nonnegative real number.
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Yield
There is not always a unique solution for yield. Dependent on Mode
one solution or all the solutions will be given.

NumberSolutions
The number of solutions found. If Mode = 0 NumberSolutions will
always be 1.

Basis
The day-count basis method to be used. The default is 1.

Mode
Indicates whether all the solutions need to be found or just one.
Mode = 0: the search for solutions stops after one solution is found.
Mode = 1: the search for solutions continues till all solutions are
found.

Remarks:

m When you want to use this procedure in an objective function or
constraint you have to use SecurityPeriodicYield.

m The function SecurityPeriodicYieldAll is similar to the Excel function
YIELD.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityPeriodicYield

The function SecurityPeriodicYield returns the yield of a security that pays
interest at the end of each coupon period. This function uses the procedure
SecurityPeriodicYieldAll to determine all possible yields and returns the
yield that is within the specified bounds.

SecurityPeriodicYield(

[LowerBound, ]
[UpperBound,]
[Error]

)
Arguments:

(optional) numerical expression
(optional) numerical expression
(optional) numerical expression

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Parvalue, I (input) numerical expression
Price, I (input) numerical expression
Redemption, I (input) numerical expression
Frequency, I (input) numerical expression
CouponRate, I (input) numerical expression
[Basis,] ! (optional) numerical expression

I

I

I

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate
The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue

The starting value of the security at issue date. ParValue must be a
positive real number.

Price
The price of the security at settlement date. Price must be a positive
real number.

Redemption

The amount repaid for the security at the maturity date. Redemption
must be a positive real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.
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LowerBound
Indicates a minimum for the yield to be accepted by this function.
The default is —1.

UpperBound
Indicates a maximum for the yield to be accepted by this function.
The default is 5.

Error
Indicates whether AiMMS should give an error if multiple solutions
are found that satisfy the bounds. Error = 0: if multiple solutions are
found, return the solution with the smallest absolute value. Error = 1:
if multiple solutions are found, return an error message. The default
is 0.

Return value:

The function SecurityPeriodicYield returns the yield of a security that
pays interest at the end of each coupon period.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters ParValue, Price, Redemption, and CouponRate can be
used as a variable.

m The function SecurityPeriodicYield is similar to the Excel function
YIELD.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityPeriodicAccruedInterest

The function SecurityPeriodicAccruedInterest returns the accrued interest
from the begin of the coupon period until the settlement date for a security
that pays interest at the end of each coupon period.

SecurityPeriodicAccruedInterest(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
ParValue, I (input) numerical expression
Frequency, I (input) numerical expression
CouponRate, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityPeriodicAccruedInterest returns the interest accrued
from the begin of the coupon period until settlement date.

Remarks:

This function can be used in an objective function or constraint and the
input parameters ParValue and CouponRate can be used as a variable.
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See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityPeriodicDuration

The function SecurityPeriodicDuration returns the Macauley duration of a
security that pays interest at the end of each coupon period. Duration is
defined as the weighted average of time it takes to receive a positive cash
flow. The present values of the cash flows are used as weights. The duration
can be used as a measure of a bond price’s response to changes in yield.

SecurityPeriodicDuration(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Parvalue, I (input) numerical expression
Redemption, I (input) numerical expression
Frequency, I (input) numerical expression
CouponRate, I (input) numerical expression
Yield, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Redemption
The amount repaid for the security at the maturity date. Redemption
must be a positive real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Yield
The yield of the security. Yield must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.
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Return value:

The function SecurityPeriodicDuration returns the Macauley duration of a
security that pays interest at the end of each coupon period. Duration is
defined as the weighted average of the time it takes to receive a positive
cash flow.

Equation:
The Macauley duration D is computed through the equation
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where all other variables have the same interpretation as in the general
equations for securities with multiple coupons.

Remarks:

m This function can be used in an objective function or constraint and the
input parameters ParValue, Redemption, CouponRate, and Yield can be
used as a variable.

m The function SecurityPeriodicDuration is similar to the Excel function
DURATION.

See also:

Day count basis methods. General equations for securities with multiple
coupons.
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SecurityPeriodicDurationModified

The function SecurityPeriodicDurationModified returns the modified Macauley
duration of a security that pays interest at the end of each coupon period.

SecurityPeriodicDurationModified(

SettlementDate, I (input) scalar string expression
MaturityDate, I (input) scalar string expression
Parvalue, I (input) numerical expression
Redemption, I (input) numerical expression
Frequency, I (input) numerical expression
CouponRate, I (input) numerical expression
Yield, I (input) numerical expression
[Basis] ! (optional) numerical expression
)
Arguments:

SettlementDate
The date of settlement of the security. SettlementDate must be in date
format.

MaturityDate

The date of maturity of the security. MaturityDate must also be in
date format and must be a date after SettlementDate.

ParValue
The starting value of the security at issue date. ParValue must be a
positive real number.

Redemption
The amount repaid for the security at the maturity date. Redemption
must be a positive real number.

Frequency
The number of coupon payments in one year. Frequency must be 1
(annual), 2 (semi-annual) or 4 (quarterly).

CouponRate
The annual interest rate of the security as a percentage of the par
value. CouponRate must be a nonnegative real number.

Yield
The yield of the security. Yield must be a nonnegative real number.

Basis
The day-count basis method to be used. The default is 1.

Return value:

The function SecurityPeriodicDurationModified returns the modified
Macauley duration of a security that pays interest at the end of each
coupon period.
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Equation:
The modified duration D, is computed through the equation
D

Ty
1+f

Dimoa =

where D is the Macauley duration.
Remarks:

m This function can be used in an objective function or constraint and the
input parameters ParValue, Redemption, CouponRate, and Yield can be
used as a variable.

m The function SecurityPeriodicDurationModified is similar to the Excel
function MDURATION.

See also:

The function SecurityPeriodicDuration. Day count basis methods. General
equations for securities with multiple coupons.
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Distribution and Combinatoric Functions

A1MMS supports several functions to obtain random numbers from discrete
or continuous distribution, and additionally some combinatoric functions.

The functions for discrete distributions are:

Binomial
Geometric
HyperGeometric
NegativeBinomial
Poisson

The functions for continuous distributions are:

Beta
Exponential
ExtremeValue
Gamma
Logistic
LogNormal
Normal
Pareto
Triangular
Uniform
Weibull

The following functions that operate on distributions are available:

DistributionCumulative
DistributionInverseCumulative
DistributionDensity
DistributionInverseDensity
DistributionMean
DistributionDeviation
DistributionVariance
DistributionSkewness
DistributionKurtosis

The combinatoric functions are:

m Combination
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m Factorial
m Permutation
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Binomial

The function Binomial draws a random value from a binomial distribution.

Binomial(
ProbabilityOfSuccess, ! (input) numerical expression
NumberOfTries I (input) integer expression

)
Arguments:

ProbabilityOfSuccess

A scalar numerical expression in range (0, 1).
NumberOfTries

An integer numerical expression > 0.

Return value:

The function Binomial returns a random value drawn from a binomial
distribution with a probability of success ProbabilityOfSuccess and
number of tries NumberOfTries

See also:

The Binomial distribution is discussed in full detail in Appendix A of the
Language Reference.
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Geometric

The function Geometric draws a random value from a geometric distribution.

Geometric(
ProbabilityOfSuccess I (input) numerical expression

)
Arguments:

ProbabilityOfSuccess
A scalar numerical expression in the range (0, 1).

Return value:

The function Geometric returns a random value drawn from a geometric
distribution with a probability of success ProbabilityOfSuccess.

See also:

The Geometric distribution is discussed in full detail in Appendix A of the
Language Reference.
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HyperGeometric

The function HyperGeometric draws a random value from a hypergeometric
distribution.

HyperGeometric(
ProbabilityOfSuccess, I (input) numerical expression
NumberOfTries, I (input) integer expression
PopulationSize I (input) integer expression
)
Arguments:
ProbabilityOfSuccess
A scalar numerical expression in the range (0, 1).
NumberOfTries
A integer numerical expression in the range 1, ..., PopulationSize.

PopulationSize
A integer numerical expression > 0.

Return value:

The function HyperGeometric returns a random value drawn from a
hypergeometric distribution with a probability of success
ProbabilityOfSuccess, number of tries NumberOfTries and population size
PopulationSize.

Remarks:

The probability of success ProbabilityOfSuccess must assume one of the
values i/size, where i is in the range 1, ..., PopulationSize — 1.

See also:

The HyperGeometric distribution is discussed in full detail in Appendix A of
the Language Reference.
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NegativeBinomial

The function NegativeBinomial draws a random value from a negative
binomial distribution.

NegativeBinomial(

ProbabilityOfSuccess, I (input) numerical expression
NumberOfSuccesses I (input) integer expression
)
Arguments:
ProbabilityOfSuccess

A scalar numerical expression in the range (0, 1).

NumberOfSuccesses
A integer numerical expression > 0.

Return value:

The function NegativeBinomial returns a random value drawn from a
negative binomial distribution with probability ProbabilityOfSuccess and
number of successes NumberOfSuccesses.

See also:

The NegativeBinomial distribution is discussed in full detail in Appendix A
of the Language Reference.
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Poisson

The function Poisson draws a random value from a Poisson distribution.

Poisson(
AverageNumberOfSuccesses I (input) numerical expression

)
Arguments:

lambda
A scalar numerical expression > 0.

Return value:

The function Poisson returns a random value drawn from a Poisson
distribution with average number of occurrences
AverageNumberOfSuccesses.

See also:

The Poisson distribution is discussed in full detail in Appendix A of the
Language Reference.
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Beta

The function Beta draws a random value from a beta distribution.

Beta(
ShapeAlpha, I (input) numerical expression
ShapeBeta, I (input) numerical expression
Minimum, ! (optional) numerical expression
Maximum ! (optional) numerical expression
)

Arguments:
ShapeAlpha

A scalar numerical expression > 0.

ShapeBeta

A scalar numerical expression > 0.
Minimum

A scalar numerical expression.

Maximum
A scalar numerical expression >min.

Return value:

The function Beta returns a random value drawn from a beta distribution
with shapes ShapeAlpha, ShapeBeta, lower bound Minimum and upper
bound Maximum.

Remarks:

The prototype of this function has changed with the introduction of
AIMMS 3.4. In order to run models that still use the original prototype, the
option Distribution_compatibility should be set to Aimms_3_0. The original
function Beta(ShapeAlpha, ShapeBeta, s) returns a random value drawn
from a beta distribution with shapes ShapeAlpha, ShapeBeta and scale s,
where s = Maximum and Minimum = 0.

See also:

The Beta distribution is discussed in full detail in Appendix A of the
Language Reference.
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Exponential

The function Exponential draws a random value from an exponential
distribution.

Exponential(

Towerbound ! (optional) numerical expression
scale ! (optional) numerical expression
)
Arguments:
lowerbound

A scalar numerical expression.
scale

A scalar numerical expression > 0.

Return value:

The function Exponential returns a random value drawn from a
exponential distribution with lower bound lowerbound and scale scale.

Remarks:

The prototype of this function has changed with the introduction of
AIMMS 3.4. In order to run models that still use the original prototype, the
option Distribution_compatibility should be set to Aimms_3_0. The original
function Exponential(lambda) returns a random value drawn from a
exponential distribution with rate lambda = 1/scale and lower bound 0.

See also:

The Exponential distribution is discussed in full detail in Appendix A of
the Language Reference.
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ExtremeValue

The function ExtremeValue draws a random value from an extreme value
distribution.

ExtremeValue(
Tocation, ! (optional) numerical expression
scale ! (optional) numerical expression

)
Arguments:

location
A scalar numerical expression.

scale
A scalar numerical expression > 0.

Return value:

The function ExtremeValue returns a random value drawn from an extreme
value distribution with location location and scale scale.

See also:

The ExtremeValue distribution is discussed in full detail in Appendix A of
the Language Reference.
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Gamma

The function Gamma draws a random value from a gamma distribution.

Gamma (
Shape, I (input) numerical expression
Lowerbound, ! (optional) numerical expression
Scale ! (optional) numerical expression

)
Arguments:

Shape
A scalar numerical expression > 0.

Lowerbound
A scalar numerical expression > 0.

Scale

A scalar numerical expression > 0.

Return value:

The function Gamma returns a random value drawn from a gamma
distribution with shape Shape, lower bound Lowerbound and scale Scale.

Remarks:

The prototype of this function has changed with the introduction of
AIMMS 3.4. In order to run models that still use the original prototype, the
option Distribution_compatibility should be set to Aimms_3_0. The original
function Gamma(alpha, Shape) returns a random value drawn from a gamma
distribution with rate alpha = 1/Scale, shape Shape and lower bound 0.

See also:

The Gamma distribution is discussed in full detail in Appendix A of the
Language Reference.
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Logistic

The function Logistic draws a random value from a logistic distribution.

Logistic(
Location, ! (optional) numerical expression
Scale ! (optional) numerical expression
)
Arguments:
Location

A scalar numerical expression.

Scale
A scalar numerical expression > 0.

Return value:

The function Logistic returns a random value drawn from a logistic
distribution with mean Location and scale Scale.

See also:

The Logistic distribution is discussed in full detail in Appendix A of the
Language Reference.
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LogNormal

The function LogNormal draws a random value from a lognormal distribution.

LogNormal(
Shape, I (input) numerical expression
Lowerbound, ! (optional) numerical expression
Scale I (optional) numerical expression

)
Arguments:

Shape
A scalar numerical expression > 0.

Lowerbound
A scalar numerical expression.

Scale
A scalar numerical expression > 0.

Return value:

The function LogNormal returns a random value drawn from a lognormal
distribution with shape Shape, lower bound Lowerbound and scale Scale.

Remarks:

The prototype of this function has changed with the introduction of
AIMMS 3.4. In order to run models that still use the original prototype, the
option Distribution_compatibility should be set to Aimms_3_0. The original
function LogNormal(m, sd) returns a random value drawn from a lognormal
distribution with mean m > 0 and standard deviation sd > 0. The same
result should now be obtained by setting Shape = sd/m, Lowerbound = 0
and Scale = m.

See also:

The LogNormal distribution is discussed in full detail in Appendix A of the
Language Reference.
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Normal

The function Normal draws a random value from a normal distribution.

Normal (
Mean, I (optional) numerical expression
Deviation ! (optional) numerical expression

)
Arguments:

Mean
A scalar numerical expression.

Deviation
A scalar numerical expression > 0.

Return value:

The function Normal returns a random value drawn from a normal
distribution with mean Mean and standard deviation Deviation.

See also:

The Normal distribution is discussed in full detail in Appendix A of the
Language Reference.
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Pareto

The function Pareto draws a random value from a Pareto distribution.

Pareto(
Shape, I (input) numerical expression
Location, I (optional) numerical expression
Scale I (optional) numerical expression
)
Arguments:
Shape

A scalar numerical expression > 0.

Location
A scalar numerical expression.

Scale

A scalar numerical expression > 0.

Return value:

The function Pareto returns a random value drawn from a Pareto
distribution with shape Shape, location Location and scale Scale.

Remarks:

The prototype of this function has changed with the introduction of
AIMMS 3.4. In order to run models that still use the original prototype, the
option Distribution_compatibility should be set to Aimms_3_0. The original
function Pareto(s, beta) returns a random value drawn from a Pareto
distribution with shape beta, location 0 and scale s.

See also:

The Pareto distribution is discussed in full detail in Appendix A of the
Language Reference.

220



Chapter 7. Distribution and Combinatoric Functions

Triangular

The function Triangular draws a random value from a triangular distribution.

Triangular(
Shape, I (input) numerical expression
Minimum, ! (optional) numerical expression
Maximum ! (optional) numerical expression

)
Arguments:

Shape

A scalar numerical expression.
Minimum

A scalar numerical expression.

Maximum
A scalar numerical expression.

Return value:

The function Triangular returns a random value drawn from a triangular
distribution with shape Shape, lower bound Minimum and upper bound
Maximum. The argument Shape must satisfy the relation 0 < Shape < 1.

Remarks:

The prototype of this function has changed with the introduction of
AIMMS 3.4. In order to run models that still use the original prototype, the
option Distribution_compatibility should be set to Aimms_3_0. The original
function Triangular(a, b, ¢) returns a random value drawn from a
triangular distribution with a lower bound q, likeliest value b and upper
bound c. The arguments must satisfy the relation a < b < c. The relation
between the arguments Shape and b is given by Shape = (b — a)/(c — a).

See also:

The Triangular distribution is discussed in full detail in Appendix A of the
Language Reference.
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Uniform

The function Uniform draws a random value from a uniform distribution.

Uniform(
Minimum, I (optional) numerical expression
Maximum I (optional) numerical expression

)
Arguments:

Minimum
A scalar numerical expression.

Maximum
A scalar numerical expression.

Return value:

The function Uniform returns a random value drawn from a uniform
distribution with lower bound Minimum and upper bound Maximum.

Remarks:
The arguments must satisfy the relation Minimum < Maximum.

See also:

The Uniform distribution is discussed in full detail in Appendix A of the
Language Reference.
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Weibull

The function Weibull draws a random value from a Weibull distribution.

Weibul1(
Shape, I (input) numerical expression
Lowerbound, ! (optional) numerical expression
Scale ! (optional) numerical expression
)
Arguments:
Shape

A scalar numerical expression > 0.

Lowerbound
A scalar numerical expression.

Scale

A scalar numerical expression > 0.

Return value:

The function Weibul1 returns a random value drawn from a Weibull
distribution with shape Shape lower bound Lowerbound, and scale Scale.

Remarks:

The prototype of this function has changed with the introduction of
AIMMS 3.4. In order to run models that still use the original prototype, the
option Distribution_compatibility should be set to Aimms_3_0. In the
original function Weibull(Lowerbound, Shape, Scale), the arguments were
ordered differently.

See also:

The Weibull distribution is discussed in full detail in Appendix A of the
Language Reference.
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DistributionCumulative

The function DistributionCumulative computes the cumulative probability
value of a given distribution.

DistributionCumulative(

distribution, ! (input) distribution
X I (input) numerical expression
)
Arguments:
distribution

An expression representing any distribution (such as Normal(0,1)).

A scalar numerical expression.

Return value:

The function CumulativeDistribution(distribution,x), for x € (—oo, o)
returns the probability P(X < x) where the stochastic variable X is
distributed according to the given distribution.

Remarks:

For continuous distributions AIMMS can compute the derivatives of the
cumulative and inverse cumulative distribution functions. As a
consequence, you may use these functions in the constraints of a
nonlinear model when the second argument is a variable.

See also:

The function DistributionInverseCumulative. The function
DistributionCumulative is discussed in full detail in Appendix A of the
Language Reference.
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DistributionInverseCumulative

The function DistributionInverseCumulative computes the inverse cumulative
probability value of a given distribution.

DistributionInverseCumulative(

distribution, ! (input) distribution
alpha I (input) numerical expression
)
Arguments:
distribution

An expression representing any distribution (such as Normal(0,1)).

alpha
A scalar numerical expression within the interval [0, 1].

Return value:

The function DistributionInverseCumulative(distribution,x), for @ € [0, 1]
computes the largest x € (—co0, 00) such that the probability P(X < x) < «
where the stochastic variable X is distributed according to the given
distribution.

Remarks:

For continuous distributions AIMMS can compute the derivatives of the
cumulative and inverse cumulative distribution functions. As a
consequence, you may use these functions in the constraints of a
nonlinear model when the second argument is a variable.

See also:

The function DistributionCumulative. The function
DistributionInverseCumulative is discussed in full detail in Appendix A of
the Language Reference.
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DistributionDensity

The function DistributionDensity computes the density of a given
distribution.

DistributionDensity(
distribution, ! (input) distribution
X I (input) numerical expression
)
Arguments:
distribution

An expression representing any distribution (such as Normal(0,1)).

A scalar numerical expression.

Return value:

The function DistributionDensity(distribution,x), for x € (—o0, c0) returns
the expected density around x of sample points from distribution. It is the
derivative of DistributionCumulative(distr,x).

See also:

The functions DistributionCumulative, DistributionInverseDensity. The
function DistributionDensity is discussed in full detail in Appendix A of
the Language Reference.

226



Chapter 7. Distribution and Combinatoric Functions

DistributionInverseDensity

The function DistributionInverseDensity computes the density of the inverse
cumulative function of a given distribution.

DistributionInverseDensity(

distribution, ! (input) distribution
alpha I (input) numerical expression
)
Arguments:
distribution

An expression representing any distribution (such as Normal(0,1)).
alpha

A scalar numerical expression within the interval [0, 1].

Return value:

The function DistributionInverseDensity(distribution,x), for & € [0, 1]
returns the inverse density from distribution. It is the derivative of
DistributionInverseCumulative(distr,alpha).

See also:

The function DistributionDensity. The function
DistributionInverseDensity is discussed in full detail in Appendix A of the
Language Reference.
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DistributionMean

The function DistributionMean computes the mean of a given distribution.
DistributionMean(

distribution ! (input) distribution

)
Arguments:

distribution
An expression representing any distribution (such as Normal(0,1)).

Return value:

The function DistributionMean(distribution) returns the mean of the given
distribution.

See also:

You can find more information about the mean of a distribution in
Appendix A of the Language Reference.
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DistributionDeviation
The function DistributionDeviation computes the expected deviation of the
given distribution .

DistributionDeviation(

distribution ! (input) distribution

)
Arguments:

distribution
An expression representing any distribution (such as Normal(0,1)).

Return value:

The function DistributionDeviation(distribution) returns the expected
deviation (distance from the mean) of the distribution.

See also:

You can find more information about the deviation of a distribution in
Appendix A of the Language Reference.
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DistributionVariance

The function DistributionVariance computes the variance of a given
distribution.

DistributionVariance(
distribution ! (input) distribution

)
Arguments:

distribution
An expression representing any distribution (such as Normal(0,1)).

Return value:

The function DistributionVariance(distribution) returns the variance of the
given distribution.

See also:

You can find more information about the variance of a distribution in
Appendix A of the Language Reference.

230



Chapter 7. Distribution and Combinatoric Functions

DistributionSkewness

The function DistributionSkewness computes the skewness of a given
distribution.

DistributionSkewness(
distribution ! (input) distribution

)
Arguments:

distribution
An expression representing any distribution (such as Normal(0,1)).

Return value:

The function DistributionSkewness(distribution) returns the skewness of
the given distribution.

See also:

You can find more information about the skewness of a distribution in
Appendix A of the Language Reference.
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DistributionKurtosis

The function DistributionKurtosis computes the kurtosis of a given
distribution.

DistributionKurtosis(
distribution ! (input) distribution

)
Arguments:

distribution
An expression representing any distribution (such as Normal(0,1)).

Return value:

The function DistributionKurtosis(distribution) returns the kurtosis of the
given distribution.

See also:

You can find more information about the kurtosis of a distribution in
Appendix A of the Language Reference.
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Combination

The function Combination computes the number of combinations of length m
in nitems.

Combination(

n, I (input) integer expression
m I (input) integer expression
)
Arguments:
n

An integer numerical expression > 0.

An integer numerical expression in the range 0,..., n.

Return value:

The function Combination returns (:V‘l), the number of combinations of
length m in a given number of items n.

See also:

Combinatoric functions are discussed in full detail in Section 6.1.7.
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Factorial

The function Factorial returns the factorial of an integer number.
Factorial(

n I (input) integer expression

)
Arguments:

n
An integer numerical expression > 0.

Return value:
The function Factorial returns the factorial value n!.

See also:

Combinatoric functions are discussed in full detail in Section 6.1.7.
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Permutation

The function Permutation computes the number of permutations of length m
in n items.

Permutation(
n, I (input) integer expression
m I (input) integer expression
)
Arguments:
n

An integer numerical expression > 0.

An integer numerical expression in the range 0,..., n.

Return value:

The function Permutation returns m! - (:V‘l), the number of permutations of
length m in a given number of items n.

See also:

Combinatoric functions are discussed in full detail in Section 6.1.7.
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Histogram Functions

AIMMS supports the following functions for creating and managing
histograms:

HistogramAddObservation
HistogramAddObservations
HistogramCreate
HistogramDelete
HistogramGetAverage
HistogramGetBounds
HistogramGetDeviation
HistogramGetFrequencies
HistogramGetKurtosis
HistogramGetObservationCount
HistogramGetSkewness
HistogramSetDomain
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HistogramAddObservation

The procedure HistogramAddObservation adds a new observation to a
histogram that was previously created through the procedure
HistogramCreate.

HistogramAddObservation(

histogram_id, I (input) a scalar parameter
value I (input) a scalar value
)

Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate procedure.

value
The value of a new observation that should be added to the
histogram.

Return value:

The procedure returns 1 if the new observation is added successfully, or 0
otherwise.

See also:

The procedure HistogramAddObservations, HistogramCreate. Histogram
support in AiMMS is discussed in full detail in Section A.6 of the Language
Reference.
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HistogramAddObservations

The procedure HistogramAddObservations adds a set of observations to a
histogram that was previously created through the procedure
HistogramCreate.

HistogramAddObservations(

histogram_id, I (input) a scalar parameter
values ! (input) a one-dimensional parameter
)

Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate procedure.

values
A one-dimensional identifier that contains the values of new
observations that should be added to the histogram. The cardinality
should be at least 1.

Return value:

The procedure returns 1 if the new observation is added successfully, or 0
otherwise.

See also:

The procedure HistogramAddObservation, HistogramCreate. Histogram
support in AiMMS is discussed in full detail in Section A.6 of the Language
Reference.
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HistogramCreate

The function HistogramCreate sets up a new histogram. The created histogram
does not yet contain any observations. These observations must be added
later using the function HistogramAddObservation or HistogramAddObservations.

HistogramCreate(
histogram_id, I (output) a scalar parameter
[integer_histogram,] ! (optional) 0 or 1
[sample_buffer_size] I (optional) a positive integer value
)
Arguments:

histogram_id
On return, this argument will contain a unique identification number,
that is used to refer to the created histogram in other functions.

integer_histogram (optional)
A logical indicator that specifies whether the observations will be
integer-valued. Default is O (not integer).

sample_buffer_size (optional)
The sample buffer size used in the histogram. If omitted, a default
buffer size of 512 is used.

Return value:

The function returns 1 if the histogram is created successfully, or 0
otherwise.

See also:

The functions HistogramDelete, HistogramAddObservation,
HistogramAddObservations. Histogram support in AiMMS is discussed in full
detail in Section A.6 of the User’s Guide.
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HistogramDelete

The procedure HistogramDelete deletes a histogram that was created using the
HistogramCreate procedure. After the historgram has been deleted, the
histogram id is no longer valid.

HistogramDeTlete(
histogram_id I (input) a scalar parameter

)
Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate procedure. When the procedure returns,
this histogram_id no longer refers to a valid histogram.

Return value:

The procedure returns 1 if the histogram is deleted successfully, or 0
otherwise.

See also:

The procedure HistogramCreate. Histogram support in AIMMS is discussed
in full detail in Section A.6 of the User’s Guide.
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HistogramGetAverage

The function HistogramGetAverage returns the arithmetic mean of all
observations in a histogram.

HistogramGetAverage(
histogram_id I (input) a scalar number

)
Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate function.

Return value:

The function returns the arithmetic mean of all observations added to the
histogram.

See also:

The functions HistogramCreate, HistogramGetObservationCount,
HistogramGetDeviation, HistogramGetSkewness, HistogramGetKurtosis.
Histogram support in AiMMS is discussed in full detail in Section A.6 of
the User’s Guide.
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HistogramGetBounds

Through the function HistogramGetBounds you can obtain the lower and upper
bounds of frequency interval in a histogram.

HistogramGetBounds (
histogram_id, ! (input) a scalar number
Teft_bound, ! (output) a one-dimensional parameter
right_bound ! (output) a one-dimensional parameter
)
Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate function.

left_bound
A one-dimensional identifier that will be filled with the left bound of
each interval in the histogram. The cardinality of the domain set
should be at least the number of intervals.

right_bound
A one-dimensional identifier that will be filled with the right bound of
each interval in the histogram. The cardinality of the domain set
should be at least the number of intervals.

Return value:

The function returns 1 if the bounds are retrieved successfully, or 0
otherwise.

See also:

The functions HistogramCreate, HistogramSetDomain. Histogram support in
A1mMS is discussed in full detail in Section A.6 of the Language Reference.
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HistogramGetDeviation

The function HistogramGetDeviation returns the standard deviation of all
observations in a histogram.

HistogramGetDeviation(
histogram_id I (input) a scalar number

)
Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate function.

Return value:

The function returns the standard deviation of all observations in the
histogram.

See also:

The functions HistogramCreate, HistogramGetObservationCount,
HistogramGetAverage, HistogramGetSkewness, HistogramGetKurtosis.
Histogram support in AiMMS is discussed in full detail in Section A.6 of
the Language Reference.
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HistogramGetFrequencies

Through the procedure HistogramGetFrequencies you can obtain the observed
frequencies for each interval in a histogram.

HistogramGetFrequencies(

histogram_id, ! (input) a scalar number
frequencies ! (output) a one-dimensional parameter
)

Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate procedure.

frequencies
A one-dimensional identifier that will be filled with the frequencies of
each interval in the histogram. The cardinality of the domain set
should be at least the number of intervals.

Return value:

The procedure returns 1 if the frequencies are retrieved successfully, or 0
otherwise.

See also:

The procedures HistogramCreate, HistogramAddObservation,
HistogramAddObservations. Histogram support in AIMMS is discussed in full
detail in Section A.6 of the Language Reference.
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HistogramGetKurtosis

The function HistogramGetKurtosis returns the kurtosis coefficient of all
observations in a histogram.

HistogramGetKurtosis(
histogram_id I (input) a scalar number

)
Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate function.

Return value:

The function returns the kurtosis coefficient of all observations in the
histogram.

See also:

The functions HistogramCreate, HistogramGetObservationCount,
HistogramGetAverage, HistogramGetDeviation, HistogramGetSkewness.
Histogram support in AiMMS is discussed in full detail in Section A.6 of
the Language Reference.
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HistogramGetObservationCount

The function HistogramGetObservationCount returns the total number of
observations in a histogram.

HistogramGetObservationCount(
histogram_id I (input) a scalar number

)
Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate function.

Return value:

The function returns the total number of observations in a histogram.

See also:

The functions HistogramCreate, HistogramGetAverage,
HistogramGetDeviation, HistogramGetSkewness, HistogramGetKurtosis.
Histogram support in AiMMS is discussed in full detail in Section A.6 of
the Language Reference.
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HistogramGetSkewness

The function HistogramGetSkewness returns the skewness of all observations in
a histogram.

HistogramGetSkewness (
histogram_id I (input) a scalar number

)
Arguments:

histogram_id
A scalar value representing a histogram that was previously created
using the HistogramCreate function.

Return value:

The function returns the skewness of all observations in the histogram.

See also:

The functions HistogramCreate, HistogramGetObservationCount,
HistogramGetAverage, HistogramGetDeviation, HistogramGetKurtosis.
Histogram support in AiMMS is discussed in full detail in Section A.6 of
the Language Reference.
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HistogramSetDomain

With the procedure HistogramSetDomain you can override the default layout of
frequency intervals of a histogram.

HistogramSetDomain(

histogram_id, ! (input) a scalar number
intervals, ! (input) a positive integer number
[Teft,] I (optional) a scalar expression
[width,] ! (optional) a positive scalar number
[Teft_tail,] ! (optional) 0 or 1
[right_tail] ! (optional) 0 or 1
)

Arguments:

histogram_id

A scalar value representing a histogram that was previously created
using the HistogramCreate procedure.

intervals

The number of fixed-width intervals (not including the left_ or
right_tail interval).

left (optional)
The lower bound of the left-most interval (not including the left-tail
interval). If omitted, then the histogram will use the observations to
determine this bound.

width (optional)
The (fixed) width of each interval. If omitted, then the histogram will
use the observations to determine the width.

left_tail (optional)
An indicator whether or not a left-tail interval should be created. If

this argument is omitted, then the default value of 1 is used (creating
a left-tail interval).

right_tail (optional)
An indicator whether or not a right-tail interval should be created. If

this argument is omitted, then the default value of 1 is used (creating
a right-tail interval).

Return value:

The procedure returns 1 if the domain is changed successfully, or 0
otherwise.

See also:
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The procedures HistogramCreate, HistogramGetBounds. Histogram support
in AiMMS is discussed in full detail in Section A.G of the Language
Reference.
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Forecasting Functions

AimmMs supports the following functions for making forecasts:

forecasting:
forecasting:
forecasting:
forecasting:
forecasting:
forecasting:
forecasting:
forecasting:
forecasting:

:MovingAverage

:WeightedMovingAverage
:ExponentialSmoothing
:ExponentialSmoothingTrend
:ExponentialSmoothingTrendSeasonality
:ExponentialSmoothingTune
:ExponentialSmoothingTrendTune
:ExponentialSmoothingTrendSeasonalityTune
:SimpTleLinearRegression

9.1 Introduction

AIMMS is a development tool for decision support application. Important to
decision support are good forecasts. The AimmsForecasting library provides
tools to compute forecasts from historical data. The usage of this library is
discussed in this chapter.

Before the functions in this section can be used in your model, you will need

to add the library

The prefix of the AIMMSForecasting library is forecasting.

This library does not support the special values NA, ZERO, -INF, INF, and UNDF.

installation

prefix

Restriction
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9.2 Time series forecasting

9.2.1 Notational conventions time series forecasting

For time series forecasting, such as Moving Average and Exponential
Smoothing, we follow the conventions below.

The AIMMSForecasting library uses as input observations made in the history.
It provides estimates over both the history and the horizon. A single set and
index is used to index both the history and the estimates, this set is called the
time set. In addition, you will need to specify the number of elements that
belong to the history. The corresponding mathematical notation is:

T number of observations
H length of horizon
{1...T+H} time set

t index in time set

yvi,t € {1...T} observation
e, t € time set  estimate

Table 9.1: Time series forecasting notation

The forecasts are providedine;, t € {T +1...T + H}.

The residual, r+ where t € {1...T}, is the difference between the
corresponding observation y; and estimate e;. To obtain the residuals, you
will need to provide a parameter declared over the time set.

From the residuals, error measures such as Mean Absolute Deviation (MAD),
Mean Absolute Percentage Error (MAPE), and Mean Squared Deviation (MSD)
can be computed.

Whenever one of the time series forecasting functions communicates the
error measures, it uses identifiers declared over the index forecasting: :ems,
declared as follows:

Set ErrorMeasureSet {
Index: ems;
Definition: {
data {
MAD, ! Mean Absolute Deviation
MAPE, ! Mean Absolute Percentage Error (provided as fraction)
MSE ! Mean Squared Error

251
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residuals
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index ems
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To obtain the error measures, you will need to provide a parameter indexed
over forecasting::ems to the time series forecasting functions. Note that the
MAPE is a fraction, in order to use it as a percentage, you can use the
predeclared quantity SI_unitless. For instance, given the declarations:

Quantity SI_Unitless {
BaseUnit: -;
Conversions: % -> - : # -> # / 100;

Comment: "Expresses a dimensionless value.";

}

Parameter myMAPE {
Unit: %;

}

Parameter myErrorMeasures {
IndexDomain: forecasting::ems;

}

The following statements:

myMAPE := myErrorMeasures(’MAPE’) ;
display myErrorMeasures, myMAPE ;

The output may look as follows:

myErrorMeasures := data { MAPE : 0.417092, MAD :

myMAPE := 41.709184 [%] ;

1.785714, MSE : 3.982143 } ;
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forecasting::MovingAverage

one The moving average procedure is a time series forecasting procedure.
Essentially, this procedure forecasts by taking the average over the last N

observations.

Mathematical Formulation:

Using the notation for observations and estimates given in Table 9.1, the

estimates are defined as:

t-1

et = Z Y+/N where y: =4 ¥yt

T=t—-1-N

Function Prototype:

Y1 ift<1
if Tt e {1..T} 9.1)
e ifT>T

To provide the error measures and residuals only when you need them, there
are three flavors of the MovingAverage procedure provided:

forecasting: :MovingAverage(

dataValues,
estimates,
noObservations,
noAveragingPeriods)

forecasting: :MovingAverageEM(

dataValues,
estimates,
noObservations,
noAveragingPeriods,
ErrorMeasures)

forecasting: :MovingAverageEMR (

dataValues,
estimates,
noObservations,
noAveragingPeriods,
ErrorMeasures,
Residuals)

Provides the estimates, but not the
error measures nor the residuals

Input, parameter indexed over time set
Output, parameter indexed over time set
Scalar input, length history

Scalar input, averaging length

Provides estimates and error measures,
but not the residuals

Input, parameter indexed over time set
Output, parameter indexed over time set
Scalar input, length history

Scalar input, averaging length

Output, indexed over forecasting::ems

Provides estimates, error measures,

and residuals

Input, parameter indexed over time set
Output, parameter indexed over time set
Scalar input, Tength history

Scalar input, averaging length

Output, indexed over forecasting::ems
Output, parameter indexed over time set

Here, the time set is a set that encompasses both the history and the horizon.
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Arguments:

dataValues

A one dimensional parameter containing the observations for the first

T elements of the time set.

estimates

Chapter 9. Forecasting Functions

A one dimensional parameter containing the estimates for all
elements in the time set.

noObservations

Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented

in Table 9.1.

noAveragingPeriods

Specifies the number of values used to compute a single average. This
parameter corresponds to N in the mathematical notation above.

ErrorMeasures

The error measures as presented in Section 9.2.

Residuals

The residuals as presented in Section 9.2.

Example:

With declarations and data as specified in Table 9.2 the call:

forecasting: :MovingAverage(
datavValues

estimates

noObservations

noAveragingPeriods :

Will result in the following output:

sampEstl
{ 01-01 :
01-04 :
01-07 :
01-10 :
01-13 :
01-16
01-19 :
01-22 :
01-25 :
01-28 :
01-31 :
02-03 :
02-06 :
02-09 :
02-12 :

62
63
72

72
72

1= data
46.
39.
32.
41.
39.
1 50.
51.
58.
59.
97427964,
.07679348,
.41222140,
71.

90141235,
91352947,
80406692,
90033337,
63855369,
90593288,
93466798,
68254227,
80228910,

50112998,

.06336819,
.07317316,

sampDat,
sampEstl,

31,
5);

01-02 :
01-05 :
01-08 :
01-11 :
01-14 :
01-17 :
01-20 :
01-23 :
01-26 :
01-29 :
02-01 :
02-04 :
02-07 :
02-10 :
02-13 :

72.
72.
72.

This can be graphically displayed as:

90141235,
.21374997,
.23403532,

11936207,
29956164,

.53221241,
96574913,
55058365,
.23264531,
.37015056,

24492039,
12629586,
15237190,
05078266,
05733341,

01-03

01-15
01-18
01-21

1 43,
01-06 :
01-09 :
01-12 :
1 48.
1 52.
1 58.
01-24 :
01-27 :
01-30 :
02-02 :
02-05 :
02-08 :
02-11 :
02-14 :

32.
38.
37.

57.
64.
63.
72.
72.
72.
71.
72.

90055356,
58034743,
29416296,
82654624,
72714940,
07507740,
57734065,
53652213,
41936052,
12741111,
30667944,
41553283,
12151039,
97783263,
04449801 } ;
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Table 9.2: Sample declarations and input data for the time series calculation

M sampDat

90

Parameter sampDat {
IndexDomain: d;

}

Parameter sampEstl {
IndexDomain: d;

}

Calendar dayCalendar {
Index: d;
Parameter: e_d;
Unit: day;

BeginDate: "2014-01-01";
EndDate: "2014-02-14";
TimesTotFormat: "%m-%d";

sampDat

{ 01-01 :
01-04 :
01-07 :
01-10 :
01-13 :
01-16 :
01-19 :
01-22 :
01-25 :
01-28 :
01-31 :

1= data
46.90141235, 01-02 :
23.40251489, 01-05 :
49.04696039, 01-08 :
24.82954314, 01-11 :
65.57196981, 01-14 :
39.68732832, 01-17 :
68.72671146, 01-20 :
55.16152950, 01-23 :
70.93319924, 01-26 :
71.77896968, 01-29 :

76.98754704 } ;

Bl sampEst1
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.89711841,
.73439963,
.26693007,
.55593066,
.57130575,
.82132259,
.78141816,
79961509,
14691246,
.84184908,

01-03 :
01-06 :
01-09 :
01-12 :
01-15 :
01-18 :
01-21 :
01-24 :
01-27 :
01-30 :

96629187,
.02000981,
.43336694,
10699762,
.72346055,
.86992271,
.21333644,
.05554631,
.93612512,
.68011104,

68

23

0
01-01

01-04  01-07

01-10 0113 01-16 _ 01-19

01-22

01-25  01-28

01-31

02-03

02-06  02-09

46.90141235 sampDat(01-01)

Here the history is from 01-01 till 01-31 and the horizon is from 02-01 till

02-14.
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forecasting::WeightedMovingAverage

The weighted moving average procedure is a time series forecasting
procedure. Essentially, this procedure forecasts by taking the weighted

average over the last N observations.

Mathematical Formulation:

Using the notation for observations and estimates given in Table 9.1, the

estimates are defined as:

N

er = >

j=1,T=t—(N+1)+j

Function Prototype:

v ift<l1

wjj/-r where 5/.r = Yt ifte{l.T} (9.2)

er ifTt>T

To provide the error measures and residuals only when you need them, there
are three flavors of the WeightedMovingAverage procedure provided:

forecasting: :WeightedMovingAverage (

I Provides the estimates,

I but not the error measures nor the residuals

dataValues, !
estimates,
noObservations,
weights,
noAveragingPeriods)

Input, parameter indexed over time set
Output, parameter indexed over time set
Scalar input, Tength history

Input, parameter

Scalar input, averaging length

forecasting: :WeightedMovingAverageEM(
I Provides estimates and error measures, but not the residuals

dataValues, !
estimates, !
noObservations, !
weights, !
noAveragingPeriods, !
ErrorMeasures) !

Input, parameter indexed over time set

! Qutput, parameter indexed over time set
I Scalar input, length history

Input, parameter

I Scalar input, averaging length
! Qutput, indexed over forecasting::ems

forecasting: :WeightedMovingAverageEMR(
I Provides estimates, error measures, and residuals

dataValues, !
estimates,
noObservations,
weights,
noAveragingPeriods,
ErrorMeasures,

|
|
!
|
|
Residuals) !

Input, parameter indexed over time set

! Qutput, parameter indexed over time set
! Scalar input, length history

Input, parameter

I Scalar input, averaging length
! Qutput, indexed over forecasting::ems
! Qutput, parameter indexed over time set

Here, the time set is a set that encompasses both the history and the horizon.
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Arguments:

dataValues
A one dimensional parameter containing the observations for the first
T elements of the time set.

estimates
A one dimensional parameter containing the estimates for all
elements in the time set.

noObservations
Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented
in Table 9.1.

weights
Specifies the weights. The weights should be indexed over a subset of
Integers: {1..N}, in the range [0, 1] and sum to 1.

noAveragingPeriods
Specifies the number of values used to compute a single average. This
parameter corresponds to N in the mathematical notation above.

ErrorMeasures
The error measures as presented in Section 9.2.

Residuals
The residuals as presented in Section 9.2.

Example:
With declarations and data as specified in Table 9.2 the call:
weightSet := ElementRange(1,4);

TocWeights := data { 1 : 0.1, 2 : 0.2, 3: 0.3, 4: 0.4 } ;
forecasting: :WeightedMovingAverage(

datavValues : sampDat,
estimates : sampEstl,
noObservations . 31,

weights : locWeights,

noAveragingPeriods : 4);

Will result in the following output:

sampEstl := data

{ 01-01 : 46.901412, 01-02 : 46.901412, 01-03 : 45.400983,
01-04 : 41.907042, 01-05 : 36.063210, 01-06 : 28.902678,
01-07 : 29.356152, 01-08 : 33.990024, 01-09 : 41.435848,
01-10 : 45.518815, 01-11 : 41.568491, 01-12 : 35.958284,
01-13 : 37.144096, 01-14 : 39.077193, 01-15 : 51.025996,
01-16 : 58.200997, 01-17 : 54.913605, 01-18 : 48.165158,
01-19 : 44.846840, 01-20 : 53.967984, 01-21 : 63.412990,
01-22 : 62.343600, 01-23 : 58.683930, 01-24 : 53.088836,
01-25 : 53.599271, 01-26 : 64.608926, 01-27 : 69.237841,
01-28 : 68.325173, 01-29 : 60.482475, 01-30 : 56.579581,
01-31 : 62.544522, 02-01 : 72.698920, 02-02 : 73.408174,
02-03 : 73.248910, 02-04 : 74.611221, 02-05 : 73.212924,

257



Chapter 9. Forecasting Functions

02-06 : 73.581479, 02-07 : 73.683663, 02-08 : 73.893028,
02-09 : 73.485649, 02-10 : 73.664861, 02-11 : 73.704989,
02-12 : 73.706377, 02-13 : 73.605353, 02-14 : 73.679252 } ;

This can be graphically displayed as:

W sampDat B sampEst1
90

68

45

23

0
01-01  01-04 01-07 01-10 0113 01-16 01-19 01-22 01-25 01-28  01-31  02-03 02-06 02-09 02-12
46.90141235 sampDat(01-01)

Here the history is from 01-01 till 01-31 and the horizon is from 02-01 till
02-14.
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forecasting::ExponentialSmoothing

The exponential smoothing procedure is a time series forecasting procedure.
This procedure forecasts by weighted average of an observation and a
previous forecast.

Mathematical Formulation:

Using the notation in Table 9.1, the estimates are defined as:

er =01+ (1 — e (9.3)

To initialize this sequence, we take
ey =21
Yo =1

To calculate the forecasts for t > T + 2, we take y; for all
te{T+1...T + H} to be equal to e;. This results in y; = y;_; for all
t e {T +2...T + H}; which is graphically depicted as a horizontal line.

The weighting factor « is a parameter in the range (0, 1); high values of «
give more weight to recent observations.
Function Prototype:

To provide the error measures and residuals only when you need them, there
are three flavors of the ExponentialSmoothing procedure provided:

forecasting: :ExponentialSmoothing(
I Provides the estimates, but not the error measures nor the residuals

dataValues, I Input, parameter indexed over time set
estimates, ! Qutput, parameter indexed over time set
noObservations, ! Scalar input, length history

alpha) ! Scalar input, weight of observation

forecasting: :ExponentialSmoothingEM(

| Provides estimates and error measures, but not the residuals
dataValues, ! Input, parameter indexed over time set
estimates, ! Qutput, parameter indexed over time set
noObservations, ! Scalar input, length history
alpha, ! Scalar input, weight of observation
ErrorMeasures) ! Output, indexed over forecasting::ems

forecasting: :ExponentialSmoothingEMR(
I Provides estimates, error measures, and residuals
dataValues, ! Input, parameter indexed over time set
estimates, ! Qutput, parameter indexed over time set
noObservations, ! Scalar input, length history
alpha, ! Scalar input, weight of observation
ErrorMeasures, ! Output, indexed over forecasting::ems
Residuals) ! Qutput, parameter indexed over time set
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Arguments:

dataValues
A one dimensional parameter containing the observations for the first
T elements of the time set.

estimates
A one dimensional parameter containing the estimates for all
elements in the time set.

noObservations
Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented
in Table 9.1.

alpha
Specifies the weighting factor for the observation. This parameter
corresponds to « in the mathematical notation above.

ErrorMeasures
The error measures as presented in Section 9.2.

Residuals
The residuals as presented in Section 9.2.

Remarks:

In order to use this function, the AIMMSForecasting system library needs
to be added to the application.

Example:

With declarations and data as specified in Table 9.2 the call:

forecasting: :ExponentialSmoothing(

dataValues :  sampDat,
estimates : sampEstl,
noObservations : 31,

alpha 1 0.3);

Will result in the following output:

sampEstl := data

{ 01-01 : 46.90141235, 01-02 : 46.90141235, 01-03 : 42.40012417,
01-04 : 37.76997448, 01-05 : 33.45973660, 01-06 : 33.54213551,
01-07 : 37.88549780, 01-08 : 41.23393658, 01-09 : 40.04383462,
01-10 : 40.46069432, 01-11 : 35.77134897, 01-12 : 36.00672348,
01-13 : 42.63680572, 01-14 : 49.51735495, 01-15 : 52.23354019,
01-16 : 47.28051629, 01-17 : 45.00255990, 01-18 : 49.74818871,
01-19 : 54.28470891, 01-20 : 58.61730967, 01-21 : 58.66654222,
01-22 : 53.13058049, 01-23 : 53.73986519, 01-24 : 57.05779016,
01-25 : 63.95711700, 01-26 : 66.04994167, 01-27 : 61.57903291,
01-28 : 57.48616057, 01-29 : 61.77400331, 01-30 : 65.39435704,
01-31 : 66.98008324, 02-01 : 69.98232238, 02-02 : 69.98232238,
02-03 : 69.98232238, 02-04 : 69.98232238, 02-05 : 69.98232238,
02-06 : 69.98232238, 02-07 : 69.98232238, 02-08 : 69.98232238,
02-09 : 69.98232238, 02-10 : 69.98232238, 02-11 : 69.98232238,
02-12 : 69.98232238, 02-13 : 69.98232238, 02-14 : 69.98232238 } ;
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This can be graphically displayed as:

M sampDat B sampEst1
90

45

23

0
01-01  01-04 01-07 01-10 01-13 01-16  01-18  01-22  01-25 01-28  01-31  02-03  02-06  02-09  02-12
4690141235 sampDat(01-01)
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forecasting::ExponentialSmoothingTrend

The exponential smoothing with trend procedure is a time series forecasting
procedure. This procedure is an extension from the exponential smoothing
whereby the forecast also captures a trend. The reader interested in the
mathematical background is referred to

m https://www.otexts.org/book/fpp
m http://en.wikipedia.org/wiki/Exponential_smoothing

Function Prototype:

To provide the error measures and residuals only when you need them, there
are three flavors of the ExponentialSmoothingTrend procedure provided:

forecasting: :ExponentialSmoothingTrend(

I Provides the estimates
dataValues, !
estimates, !
noObservations,
alpha, !
beta) !

, but not the error measures nor the residuals

Input, parameter indexed over time set
Output, parameter indexed over time set
Scalar input, Tength history

Scalar input, weight of observation

Scalar input, weight of change in observation

forecasting: :ExponentialSmoothingTrendEM(

I Provides estimates and
dataValues, !
estimates, !
noObservations,
alpha, !
beta, !
ErrorMeasures) !

error measures, but not the residuals
Input, parameter indexed over time set

I Qutput, parameter indexed over time set
! Scalar input, length history

Scalar input, weight of observation

! Scalar input, weight of change in observation
! Qutput, indexed over forecasting::ems

forecasting: :ExponentialSmoothingTrendEMR(
| Provides estimates, error measures, and residuals

dataValues, !
estimates,
noObservations,
alpha,

beta,
ErrorMeasures,

!
!
!
!
!
Residuals) !

Arguments:

dataValues

Input, parameter indexed over time set
Output, parameter indexed over time set
Scalar input, Tength history

Scalar input, weight of observation

Scalar input, weight of change in observation
Output, indexed over forecasting::ems

Output, parameter indexed over time set

A one dimensional parameter containing the observations for the first
T elements of the time set.

estimates

A one dimensional parameter containing the estimates for all
elements in the time set.
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noObservations

Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented

in Table 9.1.

alpha

Specifies the weighting factor for the observation. This parameter
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corresponds to « in the mathematical notation above.

beta

Specifies the weighting factor for the change in observation.

ErrorMeasures

The error measures as presented in Section 9.2.

Residuals

The residuals as presented in Section 9.2.

Example:

With declarations and data as specified in Table 9.2 the call:

forecasting: :ExponentialSmoothingTrend(

datavValues
estimates

noObservations

alpha
beta

Will result in the following output:

sampEstl
{ 01-01 :
01-04 :
01-07 :
01-10 :
01-13 :
01-16 :
01-19 :
01-22
01-25 :
01-28 :
01-31 :
02-03 :
02-06 :
02-09 :
02-12 :

This can be graphically displayed as:

68
62
71

1= data
46.
11.
21.
29.
51.
52.
64.
1 58.
96338627,
.98534714,
.77479879,
77.
83.
89.
95.

90141235,
09278244,
18135461,
60799603,
09710805,
57369145,
83322220,
20531338,

64454596,
51429313,
38404030,
25378747,

sampDat,
sampEstl,
31,

0.3,
0.3);

01-02 :
01-05 :

01-08 :
01-11 :
01-14 :
01-17 :
01-20 :
01-23 :

01-26

01-29 :
02-01 :
02-04 :

02-07

02-10 :

02-13

31.
9.
.00880483,
32.
57.
56.
65.
59.
1 65.
66.
73.
79.
: 85
91.
: 97.

25

89711841,
12476621,

39262113,
24030837,
19151171,
33462956,
89873706,
20775937,
24030430,
73138118,
60112835,

47087552,

34062269,
21036985,

01-03 :
01-06 :
01-09 :
1 41,
01-15 :
01-18 :
01-21 :
01-24 :
01-27 :
01-30 :
02-02 :
02-05 :
02-08 :
02-11 :
02-14 :

01-12

19.
14.
30.

54.
60.
59.
66
60
68.
75.
81.
87
93.
99.

91486469,
24770491,
04118231,
18187664,
80598480,
35524890,
52540116,

.10199203,
.35010811,

25439193,
68796357,
55771074,

42745791,

29720508,
16695224 } ;
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M sampDat B sampEst1
110

0
01-01  01-04 01-07 01-10 0113 01-16  01-19 01-22 01-25 01-28  01-31  02-03  02-06 02-09  02-12

46.90141235 sampDat(01-01)
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forecasting::ExponentialSmoothingTrendSeasonality

The exponential smoothing with trend and seasonality procedure is a time
series forecasting procedure. This procedure is an extension from the
exponential smoothing whereby the forecast also captures both a trend and a
seasonality. The reader interested in the mathematical background is referred
to

m https://www.otexts.org/book/fpp
m http://en.wikipedia.org/wiki/Exponential_smoothing

Function Prototype:

To provide the error measures and residuals only when you need them, there
are three flavors of the ExponentialSmoothingTrendSeasonality procedure
provided:

forecasting: :ExponentialSmoothingTrendSeasonality(
I Provides the estimates, but not the error measures nor the residuals
dataValues, ! Input, parameter indexed over time set

estimates, ! Qutput, parameter indexed over time set
noObservations, ! Scalar input, length history

alpha, ! Scalar input, weight of observation

beta, ! Scalar input, weight of change in observation
gamma, ! Scalar input, weight of seasonality
periodLength) ! Scalar input, Tength of season

forecasting: :ExponentialSmoothingTrendSeasonalityEM(
| Provides estimates and error measures, but not the residuals
dataValues, ! Input, parameter indexed over time set

estimates, Output, parameter indexed over time set
noObservations, Scalar input, length history
alpha, Scalar input, weight of observation

!
!
!
beta, ! Scalar input, weight of change in observation
!
!
!

gamma, Scalar input, weight of seasonality
periodLength, Scalar input, Tength of season
ErrorMeasures) Output, indexed over forecasting::ems

forecasting: :ExponentialSmoothingTrendSeasonalityEMR(
| Provides estimates, error measures, and residuals
dataValues, ! Input, parameter indexed over time set

estimates, Output, parameter indexed over time set
noObservations, Scalar input, Tength history
alpha, Scalar input, weight of observation

!
!
!
beta, ! Scalar input, weight of change in observation
!
!
!
!

gamma, Scalar input, weight of seasonality
periodLength, Scalar input, Tength of season
ErrorMeasures, Output, indexed over forecasting::ems
Residuals) Output, parameter indexed over time set
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Arguments:

dataValues
A one dimensional parameter containing the observations for the first
T elements of the time set.

estimates
A one dimensional parameter containing the estimates for all
elements in the time set.

noObservations
Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented
in Table 9.1.

noAveragingPeriods
Specifies the number of values used to compute a single average. This
parameter corresponds to N in the mathematical notation above.

alpha
Specifies the weighting factor for the observation. This parameter
corresponds to « in the mathematical notation above.

beta
Specifies the weighting factor for the change in observation.

gamma
Specifies the weighting factor for the seasonality.

periodLength
Specifies the period length.

ErrorMeasures
The error measures as presented in Section 9.2.

Residuals
The residuals as presented in Section 9.2.

Example:

With declarations and data as specified in Table 9.2 the call:

forecasting: :ExponentialSmoothingTrendSeasonality(

dataValues : sampDat,
estimates : sampEstl,
noObservations o 31,

alpha : 0.5,

beta ¢ 0.3,
gamma ¢ 0.3,
periodLength 1)

Will result in the following output:

sampEstl := data

{ 01-01 : 48.17421514, 01-02 : 33.42448176, 01-03 : 28.16272649,
01-04 : 24.07455476, 01-05 : 33.94263017, 01-06 : 47.93386652,
01-07 : 48.83947317, 01-08 : 46.31365850, 01-09 : 23.89344424,
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-
100

01-10 :
01-13 :
01-16 :
01-19 :
01-22 :
01-25 :
01-28 :
01-31 :
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30.
74.
34,
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49,
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65
83

sampDat Il sampEst1

27764654,
25387499,
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28818669,
77439370,
36541195,

.83862565,
.94274949,
.83707749,
67.

51502054,

01-11 :
01-14 :
01-17 :
01-20 :

01-23

01-26 :
01-29 :
02-01 :
02-04 :
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02-13 :
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.95849413,
76.
18.
90.
1 43,
82.
67.
63.
65.

43874408,
95751109,
15243324,
80677029,
29733841,
81915419,
51664916,
67879532,

.84397349,
.40613721,
73.

51026105,

01-12
01-15 :
01-18 :
01-21 :
01-24 :
01-27 :
01-30 :
02-02 :
02-05 :
02-08 :
02-11 :
02-14 :

1 45,
62.
.97903657,
71.
54.
.89367583,
76.
76.
59.
79.
73.
.41148505 } ;
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forecasting::ExponentialSmoothingTune

The forecasting: :ExponentialSmoothingTune procedure is a time series
forecasting helper procedure of forecasting::ExponentialSmoothing by
computing the « for which the mean squared error is minimized.

Function Prototype:

forecasting: :ExponentialSmoothingTune(
! Provides the alpha for which the mean squared error is minimized.
dataValues, ! Input, parameter indexed over time set

noObservations, ! Scalar input, length history
alpha, ! Scalar output, weight of observation
! that minimizes mean squared error
alphalow, ! Optional input, default 0.01
alphalpp) ! Optional input, default 0.99
Arguments:
dataValues

A one dimensional parameter containing the observations for the first
T elements of the time set.

noObservations
Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented
in Table 9.1.

alpha
Upon return it provides the weighting factor « for which the mean
squared error is minimized when using
forecasting: :ExponentialSmoothing on the same dataValues.

alphalow
Lowerbound on «, default 0.01.

alphaUpp
Upperbound on «, default 0.99.

Remarks:

m In order to use this function, the AIMMSForecasting system library
needs to be added to the application.

m Please note that this function performs an optimization step; a
nonlinear programming solver should be available and, in an AIMMS
PRO environment, it should be run server side.
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forecasting::ExponentialSmoothingTrendTune

The forecasting: :ExponentialSmoothingTrendTune procedure is a time series
forecasting helper procedure of forecasting::ExponentialSmoothingTrend by
computing the « and S for which the mean squared error is minimized.

Function Prototype:

forecasting: :ExponentialSmoothingTrendTune(
! Provides the alpha for which the mean squared error is minimized.
dataValues, ! Input, parameter indexed over time set

noObservations, Scalar input, Tength history
alpha, Scalar output,
beta, Scalar output,

!
!
!
alphalow, ! Optional input, default 0.01
!
!
!

alphalpp, Optional input, default 0.99

betalow, Optional input, default 0.01

betaUpp) Optional input, default 0.99
Arguments:
dataValues

A one dimensional parameter containing the observations for the first
T elements of the time set.

noObservations
Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented
in Table 9.1.

alpha, beta
« and B are scalar output parameters of this procedure. The values
for & and B are such that the mean squared error of the estimates
returned by forecasting: :ExponentialSmoothingTrend are minimized.

alphalow
Lowerbound on «, default 0.01.

alphaUpp
Upperbound on «, default 0.99.

betal.ow
Lowerbound on B, default 0.01.

betaUpp
Upperbound on B, default 0.99.

Remarks:

m In order to use this function, the AIMMSForecasting system library
needs to be added to the application.
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m Please note that this function performs an optimization step; a
nonlinear programming solver should be available and, in an AIMMS
PRO environment, it should be run server side.
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forecasting::ExponentialSmoothingTrendSeasonality Tune

The forecasting: :ExponentialSmoothingTrendSeasonalityTune procedure is a
time series forecasting helper procedure of

forecasting: :ExponentialSmoothingTrendSeasonality by computing the «, B,
and y for which the mean squared error is minimized.

Function Prototype:

forecasting: :ExponentialSmoothingTrendSeasonalityTune(
! Provides the alpha for which the mean squared error is minimized.
dataValues, ! Input, parameter indexed over time set

noObservations, Scalar input, Tength history
alpha, Scalar output,

beta, Scalar output,

gamma, Scalar output,

periodlLength, Scalar input, length of season

!
!
|
!
!
alphalow, ! Optional input, default 0.01
!
!
!
!
!

alphalpp, Optional input, default 0.99

betalow, Optional input, default 0.01

betalpp, Optional input, default 0.99

gammalLow, Optional input, default 0.01

gammalpp) Optional input, default 0.99
Arguments:
dataValues

A one dimensional parameter containing the observations for the first
T elements of the time set.

noObservations
Specifies the number of elements that belong to the history of the
time set. This parameter corresponds to T in the notation presented
in Table 9.1.

alpha, beta, gamma
o, B, and y are scalar output parameters of this procedure. The
values for «, B, and y are such that the mean squared error of the
estimates returned by
forecasting: :ExponentialSmoothingTrendSeasonality are minimized.

periodLength
Specifies the period length.

alphaLow
Lowerbound on «, default 0.01.

alphaUpp
Upperbound on «, default 0.99.

betalLow
Lowerbound on B, default 0.01.
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betaUpp
Upperbound on B, default 0.99.

gammaLow
Lowerbound on y, default 0.01.

gammaUpp
Upperbound on y, default 0.99.

Remarks:

m In order to use this function, the AIMMSForecasting system library
needs to be added to the application.

m Please note that this function performs an optimization step; a
nonlinear programming solver should be available and, in an AIMMS
PRO environment, it should be run server side.
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9.3 Simple Linear Regression

9.3.1 Notational conventions for simple linear regression

For simple linear regression we follow the conventions below.

The AimmsForecasting library uses as input data observations for the
independent variable and the dependent variable. It provides estimates
for the coefficients of the simple linear regression line.

N number of observations
xi, i€ {1...N} observations of the independent variable
vi, i€ {1...N} observations of the dependent variable

X = (1/N) Z}i\il xi; average of the independent observations
v = (1/N) Z]i\il i average of the dependent observations

yi,i€ {1...N} predictions of the dependent variable

Bo, B1 coefficients of the linear relationship (random)

Bo, ﬁ 1 coefficients of the linear regression line (estimates)
ei,ie{l...N} error (residual) for observation data points

Table 9.3: Simple Linear Regression notation

The linear relationship between x; and y; is modeled by the equation:

yi=Bo+ Bixi+¢€ (9.5)

where €; is an error term which averages out to 0 for every i.

The random By and B are estimated by B¢ and S, such that the
prediction for y; is given by the equation:

Pi = Bo + Bixi (9.6)

So, the predictions based on simple linear regression corresponding to the
observation data points (x;, y;) are provided in p;,i € {1...N}.

The error (residual) e; for the data point i is the difference between the
observed y; and the predicted y;, so e; = y; — Bo - ﬁlxi. In order to
obtain the residuals, the user will need to provide a one-dimensional
parameter declared over the set of observations.
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Given the values of the observations, the estimates, and the residuals,
several components of variation can be computed, such as sum of
squares total = SST, sum of squares error = SSE, and sum of squares
regression = SSR, which are defined as follows:

N
SST = > (yi—)* (9.7)
i=1
N N
SSE= D (yi—31)* =2 ¢ 9.8)
i=1 i=1
N
SSR = > (i —)? (9.9)

i=1

These components of variation satisfy the relation SST = SSE + SSR.

Furthermore, it is also possible to compute the coefficient of
determination = R?, the sample linear correlation = 7, v, and the
standard error of the estimate = s,, which are defined as follows:

SSR

2 _

R® =T (9.10)
[ +VRZ ifBi=0

Ty = { ~VRZ ifBi <0 ©-1D

| SSE
Se = m (912)

The linear regression functions return the values of the line coefficients in
a parameter declared over the index forecasting::co declared as follows:

Set LRcoeffSet{

Index: co;
Definition: {
data {
0, ! Intercept Coefficient of Regression Line
1 ! Slope Coefficient of Regression Line
}
}

}

Whenever one of the linear regression functions communicates back
components of variations, it uses identifiers declared over the index
forecasting::vcs declared as follows:

Set VariationCompSet {
Index: vcs;
Definition: {
data {
SST, I Sum of Squares Total

Variation
Components

Predeclared
index vcs
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SSE, ! Sum of Squares Error

SSR, ! Sum of Squares Regression
Rsquare, ! Coefficient of Determination
MultipleR, ! Sample Linear Correlation Rxy
Se ! Standard Error

}

In order to obtain the variation components, the user will need to provide
a parameter indexed over forecasting::vcs to the linear regression
functions.
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forecasting::SimpleLinearRegression

The simple linear regression procedure computes the regression line
coefficients based on the values of the observations for the independent and
the dependent variables. If desired, the values for variation components and
the residuals can be returned as well.

Mathematical Formulation:

Using the notation for observations and estimates given in Table 9.3, the
estimates of the coefficients of the linear regression line are determined as
follows:

N e
_ Zizl(;cl x)(sz ¥) (9.13)
21 (xi — X)?

B

Bo=y - Bix (9.14)

These values provide the minimum in Bo, 81 of the function

N N
F(Bo,B1) = D €2 = > (yi — Bo - Bixi)?) (9.15)
i-1 i-1

Therefore, the values B and B; given above are called the least squares
estimates of By and f;. With these coefficients, the regression line 9.6 is
called the least squares regression line. Every least squares regression
line has the following two properties:

m It passes through the point (X, V)
u ZJIV=1 e = 0

Function Prototype:
In order to provide the variation components and residuals only when needed,
there are three flavors of the SimpleLinearRegression procedure provided:

forecasting::SimpleLinearRegression( ! Provides the estimates of the Tline
I coefficients, but not the variation
I components nor the residuals

xIndepVarValue, I Input, parameter for independent
yDepVarValue, ! Input, parameter for dependent
LRcoeff) ! Qutput,parameter for line coefficients

forecasting::SimpleLinearRegressionVC( ! Provides the estimates of the Tine
I coefficients and the variation
! components

xIndepVarValue, | Input, parameter for independent

yDepVarValue, | Input, parameter for dependent

LRcoeff, I Qutput,parameter for line coefficients
!

VariationComp) Output,parameter variation components
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forecasting::SimpleLinearRegressionVCR( ! Provides the estimates of the line
I coefficients, the variation
I components and the residuals

xIndepVarValue, I Input, parameter for independent
yDepVarValue, ! Input, parameter for dependent
LRcoeff, ! Qutput,parameter for line coefficients
VariationComp, ! Qutput,parameter variation components
yEstimates, ! Qutput,parameter for estimates
eResiduals) ! Qutput,parameter for residuals
Arguments:
xIndepVarValue

A one dimensional parameter containing the observations for the
independent variable

yDepVarValue
A one dimensional parameter containing the observations for the
dependent variable

LRcoeff
A one dimensional parameter for storing the coefficients of the
regression line

VariationComp
A one dimensional parameter for storing the values of the variation
components

yEstimates
A one dimensional parameter for storing the values of the estimates

eResiduals
A one dimensional parameter for storing the values of the residuals

Example:

Suppose that we are looking at cost data for producing one type of
machine. The number of units produced is an independent variable and
the total production costs is a dependent variable. For this situation,
consider the following observations data:

Set sObservationsSet {
SubsetOf: Integers;
Index: i_ob;

Definition: data{l..10};}

Parameter MachinesProd {
IndexDomain: 1i_ob;
Definition: {

data{

1

v A~ W N

: 10,
: 20,
: 30,
1 40,
1 45,
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: 50,
1 60,
. 55,
9 : 70,
10 : 40
11

oo N o

Parameter CostOfMachinesProd {
IndexDomain: 1i_ob;

Definition: {

data{

1: 257.40,

2 : 601.60,

3 782.00,

4 765.40,

5 : 895.50,

6 : 1133.00,

7 @ 1152.80,

8 : 1132.70,

9 : 1459.20,

10 : 970.10}}}
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With the declarations and the data as specified, the following function call:

forecasting::SimpleLinearRegressionVCR(
xIndepVarValue
yDepVarValue
LRcoeff
VariationComp
yEstimates
eResiduals

MachinesProd,
CostOfMachinesProd,
Coeff,
VariationMeasure,
CostEstimate,
CostError);

will result in the following output data:

Coeff := data

{

0 164.87790700,

1 : 17.85933555

}

VariationMeasure := data

{

SST :1021762.50100,

SSE : 61705.34367,

SSR, : 960057.15730,
Rsquare, 0.9396089173,
MultipleR, : 0.9693342650,
Se : 87.8246432300,
}

CostEstimate := data

{

1 343.4712625,
2 522.0646179,
3 :  700.6579734,
4 :  879.2513289,
5 1 968.54800066,
6 1057.8446840,

I Intercept Coefficient of Regression Line
! Slope Coefficient of Regression Line

Sum of Squares Total

Sum of Squares Error

Sum of Squares Regression
Coefficient of Determination
Sample Linear Correlation
Standard Error
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1236.4380400,

1147.1413620,

1415.0313950,
879.2513289

O W oo N

1
}

CostError := data
{

-86.07126246,
79.53538206,
81.34202658,

-113.85132890,

-73.04800664,
75.15531561,

-83.63803987,

-14.44136213,
44.16860465,

90.84867110

O W oo ~NOWUVT A WK =

-
=

The cost data observations, the cost estimates and the resulting simple
linear regression line can be graphically displayed as shown in the
following figure (where the cost figures on the y-axis are scaled by a factor
1000):

O Cost Data Observations
—#—— Cost Estimates

. r

P
07 : : :
06 i/////////

0s ; :

o4 /

03

0.2
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Chapter 10

Constraint Programming Functions

AimMs supports the following functions for constraint programming:

cp::
cp:
cp:
cp:
cp:
cp::
cp::
cp:
cp:

A11Different

:BinPacking
:Cardinality
:Channel
:Count

Lexicographic
ParallelSchedule

:Sequence
:SequentialSchedule
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cp::AllDifferent

This function enforces (a slice of) an indexed variable or expression to be
assigned all different values, or to determine whether (a slice of) an indexed
identifier or expression contains all different values.

Mathematical Formulation:
The function cp::A11Different(i,x;) is equivalent to
Vi, j,i#j:xi+Xj
Function Prototype:

cp::Al1Different(
valueBinding, ! (input) an index binding

values I (input/output) an expression
)
Arguments:
valueBinding
The index binding for which the values argument should have all
different values.
values

The expression that should have a different value for each element in
valueBinding. This expression may involve variables, but can only
contain integral or element values (i.e. no strings, fractional, or unit
values).

Return value:

This function returns 1 if the values in values are all distinct, or 0
otherwise. If valueBinding results in zero or one element, then this
function will also return 1, and may issue a warning on non-binding
constraints.

Remarks:

The following two constraints are equivalent, but a constraint
programming solver handles the single row instantiated by Enforcevaluesl
much more efficiently than the many instantiated rows resulting from
Enforcevalues2.

Constraint Enforcevaluesl {

Definition : «cp::A11Different( i, x(i) );
}
Constraint Enforcevalues2 {

IndexDomain : (i,3) | i < j;

Definition : x(i) < x(§);
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Examples:

ElementParameter TheElementParameter {
IndexDomain : i
Definition : {

data{ 1 : A,
2 : B,
3:C}

}

With the above data, cp::Al1Different(i, TheElementParameter(i)) returns
1, because all elements are different. However, with the data below, it
returns O (the element A’ appears twice).

ElementParameter TheElementParameter {
IndexDomain : i;

Definition : {
data{ 1 : A,
2 . B,
3:C}
}

}

The following code snippet is extracted from the Sudoku example (in
which all rows, columns and blocks should have different values). It
illustrates the selection of values; particularly illustrating the use of an
index domain condition on the first argument as used in the definition of
DifferentValuesPerBlock.

Constraint DifferentValuesPerRow {

IndexDomain : 1i;

Definition : cp::Al1Different( j, x(i,3) );
}
Constraint DifferentValuesPerColumn {

IndexDomain : j;

Definition : cp::Al1Different( i, x(i,3) );
}
Constraint DifferentValuesPerBlock {

IndexDomain : Kk;

Definition : cp::Al1Different( (i,j) | Blck(i,j) = k, x(i,3) );
}

See also:

m Chapter 22 on Constraint Programming in the Language Reference.

m Further information on index binding can be found in the Chapter on
Index Binding 9 in the Language Reference.

m The global constraint catalog
www.emn.fr/z-info/sdemasse/gccat/Calldifferent.html which
references this function as alldifferent.
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cp::BinPacking

This function is used to model the assignment of objects in bins: a set of
objects, each with its own known 'weight’, is to be placed into a set of bins,
each with its own known capacity.

Mathematical Formulation:

The function cp::BinPacking(b,cp,0,a,,w,[,u]) returns 1, if, for each
bin b, the sum of objects o placed, according to assignment variable a,,
into bin b (a, = b) of weight w,, is less than or equal to the capacity c¢p. In
addition, if the argument u is specified, the number of non-empty (i.e.
used) bins is set equal to u.

cp::BinPacking(b,cp,0,a,,wo[,ul) is equivalent to

® is if ¢ involves variables
Vb: > w0®cbwhere{®i b

olere s < if ¢, does not involve variables
=

If argument u is present, the following constraint also applies.

u=>1

blcyp
Function Prototype:

cp::BinPacking(

binBinding, I (input) an index binding

binCapacity, I (input/output) an expression

objectBinding, I (input) an index binding

objectAssignment, ! (input/output) an expression

objectWeight, I (input) an expression

numberOfBinsUsed ! (optional, input/output) an expression

)
Arguments:
binBinding
The index binding that specifies the available bins.
binCapacity
The capacity of the available bins defined over the index binding
binBinding. This expression may involve variables:

m When the binCapacity expression does not involve variables, it is
interpreted as an upperbound on the bin capacity.

m When the binCapacity expression involves variables, the
constraint forces the capacities of the bins to equal this
expression.

objectBinding

The index binding that specifies the objects that need to be packed.
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objectAssignment
For each object in objectBinding, objectAssignment contains a bin in
binBinding to indicate that the object is assigned to that particular
bin. The expression for objectAssignment may involve variables.

objectWeight
The weight of each object, defined over the binding domain
objectBinding. This expression cannot involve variables.

numberOfBinsUsed
The number of bins that are used to pack the objects. This argument

is an optional expression with a numerical value that may involve
variables.

Return value:

The function returns 1 when the placement of objects into bins is such
that the capacity of the bins is not exceeded. When the object binding
argument objectBinding is empty, this function will return 1. In all other
cases, the function returns 0.

Examples:

Let us move 7 benches of size 3, 1, 2, 2, 2, 2, and 3 respectively from one
place to the next over several trips with a single truck. The truck we are
using has a capacity of 5 (in terms of size, not benches). With the simplest
of heuristics, we fill the truck sequentially with these benches until we

have no benches left to fill the truck. This heuristic leads to the following
schedule:

trip | bench sizes
1 31

2 22

3 22

4 3

With the aid of cp::BinPacking we can do better. The model is as follows:

Set Benches {

Index . bench;
Definition : ElementRange( 1, 7, prefix:"bench-");
}
Parameter BenchSize {
IndexDomain : (bench);

InitialData : {
data { bench-1 : 3, bench-2 : 1, bench-3 : 2, bench-4 : 2,
bench-5 : 2, bench-6 : 2, bench-7 : 3}

}
}
Parameter TruckSize {

InitialData : 5;
}
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Set Trips {
Index Totrip;
Definition : ElementRange(1,5,prefix:"trip-");

}

ElementVariable BenchTrip {
IndexDomain : bench;
Range : Trips;

}

Variable NumberOfTripsNeeded {
Range : free;

}

Constraint RespectTruckSize {
Definition : {

cp::BinPacking(trip, TruckSize, bench, BenchTrip(bench),
BenchSize(bench), NumberOfTripsNeeded)

}

}

MathematicalProgram TripPlanning {
Objective : NumberOfTripsNeeded;
Direction : minimize;
Constraints : AllConstraints;
Variables : Allvariables;

Type : Automatic;

}

Solving this model will provide the following (non-unique) result:
NumberOfTripsNeeded := 3 ;
BenchTrip := data { bench-1 : trip-3, bench-2 : trip-1, bench-3 : trip-2,

bench-4 : trip-3, bench-5 : trip-1, bench-6 : trip-1,
bench-7 : trip-2 } ;

Which leads to the following schedule:

trip | bench sizes
1 122

2 23

3 32

In the above example, the binCapacity argument is a parameter, because
TruckSize has a fixed value. In such a case, TruckSize is an upperbound. In
the example below, the truck needs to be rented and we can decide on
what size it should be. Therefore, TruckSize (the binCapacity argument) is
a variable. The bounds of that variable are used to limit the TruckSize.
Note that TruckSize is indexed over trip, because the BinPacking
constraint enforces that the fill of the truck is equal to this TruckSize. In
case TruckSize is a scalar, all the trips should be equally loaded, which in
practice is not necessary. The example below only displays the new or
changed identifiers compared with the example above (the constraint
remains the same, but is displayed for clarity).
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Parameter MaximumTruckSize {

InitialData : 8;
}
Variable TruckSize {
IndexDomain : trip;
Range :
{0. .MaximumTruckSize}
}
}
Constraint GetTruckSize {
Definition : {
cp::BinPacking( trip, TruckSize(trip), bench, BenchTrip(bench),
BenchSize(bench), NumberOfTripsNeeded )
}
}

Solving this model leads to the following (non-unique) result, where the
TruckSize for the two trips is 7 and 8, so we need to rent a truck of size 8.

NumberOfTripsNeeded := 2 ;
BenchTrip := data { bench-1 : trip-2, bench-2 : trip-1, bench-3 : trip-2,

bench-4 : trip-1, bench-5 : trip-1, bench-6 : trip-1,
bench-7 : trip-2 } ;

Which leads to the following schedule:

trip | bench sizes
1 1222
2 323

See also:

m The examples of the function cp::A11Different that illustrate how the
index binding and indexed arguments can be used. Further information
on index binding can be found in the Chapter on Index Binding 9 in the
Language Reference.

m Chapter 22 on Constraint Programming in the Language Reference.

m The global constraint catalog
www.emn.fr/z-info/sdemasse/gccat/Cbin_packing.html which
references this function as bin_packing.
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cp::Cardinality

The function cp::Cardinality can be used to restrict the number of
occurrences of a particular value in (a slice of) an indexed identifier or
expression. This function is typically used in constraints that enforce selected
values a limited number of times.

The function cp::Cardinality counts the number of occurrences of a
collection of values and either ensures that the number of occurrences is
within bounds, or sets this equal to the value of a variable.

Mathematical Formulation:

The function cp::Cardinality(i,x;,j,cj,»;[,u;]1) returns 1 if the number
of occurrences where x; equals c; is equal to y; or in the range
{yj.uj}forall j. cp::Cardinality(i,x;,j,cj,¥; ) is equivalent to

Vi (xi=cj) =,
i
and cp::Cardinality(i,x;,j,cj,lj,u; ) is equivalent to

Vj:lj SZ(XL':CJ') <Uj

1

Function Prototype:

cp::Cardinality(
inspectedBinding,
inspectedvalues,

I (input) an index binding
I (input) an expression

I
I

TookupValueBinding, ! (input) an index binding
TookupValues, I (input) an expression
numberOfOccurrences, ! (input/output) an expression
occurrenceLimit) I (optional/input) an expression

Arguments:

inspectedBinding

An index binding that specifies and possibly limits the scope of
indices. This argument follows the syntax of the index binding
argument of iterative operators.

inspectedValues
An expression that may involve variables, but can only contain
integer or element values (i.e. no strings, fractional or unit values).
The result is a vector with an element for each possible value of the
indices according to inspectedBinding.

lookupValueBinding
An index binding that specifies and possibly limits the scope of
indices. This argument follows the syntax of the index binding
argument of iterative operators.
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lookupValues
An expression that does not involve variables. The result is a vector
with an element for each possible value of the indices according to
TookupValueBinding.

numberOfOccurrences
An expression that may involve variables. The result is a vector with
an element for each possible value of the indices according to
TookupValueBinding.

occurrenceLimit
An optional expression that does not involve variables. The result is a
vector with an element for each possible value of the indices
according to TookupValueBinding. In addition, if this argument is
specified, the argument numberOfOccurrences is not allowed to contain
variables either.

Return value:

This function returns 1 if the above condition is met. Also if the index
binding argument TookupValueBinding is empty, this function will return 1.

Examples:

In car sequencing the next constraint ensures that the demand
nbCarsPerClass( c ) for each class c of type car(i) is met. The value of
element variable car is a class of car.

Constraint meetDemand {

Definition : {
cp::Cardinality(

inspectedBinding .
inspectedValues :ocar(i),
TookupValueBinding : «c,
TookupValues HE o
numberOfOccurrences : nbCarsPerClass( c ),
occurrenceLimit : nbCars)

}

}
See also:

m The functions cp: :Count and cp: :Sequence.

m The Chapter on Constraint Programming 22 in the Language Reference.

m The global constraint catalog
www.emn.fr/z-info/sdemasse/gccat/Cglobal_cardinality.html
which references this function as global_cardinality.
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cp::Channel

The function cp: :Channel links two arrays of variables such that they are
uniquely matched to each other. For instance, see Figure 10.1. This function
is often used to model different perspectives of the same problem.

X Y
F = X(A) A w | » D Y('D)=B
D=X(B) B 4 | » E Y(E)=C
E =X(C) ¢ ™S F Y(F)=A

Figure 10.1: A situation accepted by cp: :Channel

Mathematical Formulation:

The function cp::Channel(i,x;,j,¥;) returns 1 if for all i, j: x; = j implies
vj = 1 and vice versa. cp: :Channel(i,x;,j,y;) is equivalent to

Vi,j:xi=jeyi=1
Function Prototype:

cp::Channel(
mapBinding,
mapy
inverseMapBinding,
inverseMap

(input) an index binding
(input/output) an expression
(input) an index binding
(input/output) an expression

)
Arguments:

mapBinding
The index binding corresponding to the domain of the first
expression map.

map
For each element in mapBinding, map will contain an element in
inverseMapBinding. This expression may involve variables.

inverseMapBinding
The index binding corresponding to the domain of the second
expression inverseMap.
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inverseMap
For each element in inverseMapBinding, inverseMap will contain an
element in mapBinding. This expression may involve variables.

Return value:

If a unique mapping between the two index bindings is created, this
function returns 1. When the index bindings mapBinding and
inverseMapBinding are both empty, this function returns 1 as well. In all
other cases, the function returns 0, e.g. when the number of possible
values of index binding mapBinding is different from that of the index
binding inverseMapBinding.

Remarks:

m The cp::Channel constraint is also referred to in the Constraint
Programming literature as Inverse.

m The cp::Channel constraint can be used to implement the
one_factor(i,x(i)) or symm_A11Different(i,x(i)) constraints
encountered in the Constraint Programming literature as
cp::Channel (i,X(i),1,X(1)).

Examples:

In a sports team scheduling problem, the following constraint

Constraint LinkingDuplicateView {
Definition : cp::Channel( s, Games(s), g, Slots(g) );
}

links the variable Games(s) to the variable STots(g). A game is the
identification number of a match between a home and an away team. A
slot is the identification number of a week and a match within a week
number. For each game, there is a unique slot and for each slot there is a
unique game.

See also:

m Chapter 22 on Constraint Programming in the Language Reference.

m The global constraint catalog
www.emn.fr/z-info/sdemasse/gccat/Cinverse.html which
references this function as inverse.
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cp::Count

The function cp: :Count can be used to restrict the number of occurrences of a
particular value in (a slice of) an indexed identifier or expression. This
function is typically used in constraints that enforce a selected value a limited
number of times.

Mathematical Formulation:

The function cp::Count(i,x;,c,®,y) returns 1 if the number of
occurrences of x; equal to the value c, is related to y according to the
relational operator ®. The function cp::Count(i,x;,c,®,y) is equivalent

to
Silxi=c)®y
® € {<s,=,2,<>%}

Function Prototype:

cp::Count(
inspectedBinding,
inspectedvalues,

(input) an index binding
(input/output) an expression

TookupValue, (input) an expression
relationalOperator, ! (input) an element
occurrenceLimit (input/output) an expression
)
Arguments:
inspectedBinding

The index binding that specifies, together with the inspectedvalues
argument, the set of values in which the TookupValue should be
counted.

inspectedValues
The expression indexed over inspectedBinding for which the number
of occurrences of the value TookupValue is counted. This expression
may involve variables, but can only contain integer or element values
(i.e. no strings, fractional or unit values).

lookupValue
The particular value for which the number of occurrences in
inspectedValues should be counted. This expression cannot involve
variables. The data type should match the data type of
inspectedValues.

relationalOperator
The relational operator that indicates how the number of occurrences
is limited to the occurrencelLimit argument. This can be an expression
and should result in an element in the set
AllConstraintProgrammingRowTypes. This expression cannot involve
variables.
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occurrenceLimit
The number of occurrences of TookupValue is limited to the
occurrencelLimit. This can be an expression that may involve variables.

Return value:

This function returns 1 if the number of occurences of TookupValue does
not exceed the occurencelLimit argument according to the
relationalOperator. In all other cases, the function returns 0.

Examples:

ElementParameter TheElementParameter {
IndexDomain : 1;
Definition : data{ 1: A, 2 : B, 3:A};
}

With the above data, the following holds:

cp::Count(i, TheElementParameter(i), ’B’, '<=", 1) =1
cp::Count(i, TheElementParameter(i), ’B’, '<’, 1) =0
cp::Count(i, TheElementParameter(i), ’A’, '=’, 2) =1

The following constraint sets the number of stores supplied by a
warehouse w equal to the variable warehouseUsage:

Set Warehouses {

Index oW
}
Set Suppliers {
Index HEEH
}
ElementParamter SupplyingWarehouse {
IndexDomain : s;
Range 1 Warehouses;
}
Variable WarehouseUsage {
IndexDomain : w;
Range : integer;
}
Constraint CountUsedWarehouses {
IndexDomain : w;
Definition : {
cp::count( s, supplyingWarehouse(s), w,
’=", warehouseUsage(w) )
}
}
See also:

m The functions cp::Cardinality and cp::Sequence.

m Chapter 22 on Constraint Programming in the Language Reference.

m The global constraint catalog
www . emn. fr/z-info/sdemasse/gccat/Ccount.html] which references
this function as count, or, depending on a particular choice of ®, as
atleast, atmost or exactly.
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cp::Lexicographic

The function cp: :Lexicographic ensures that the data of one expression
comes lexicographically (i.e. according to the set order) before another
expression. This function is often used to reduce symmetry in two variables.

Mathematical Formulation:
cp::Lexicographic(k,xk,Vk[,e]) is equivalent to

. it i xi<y; ife=0
316{1..1’1}.(V].J<1.X1—yJ)/\{xi<yi ife+0
where n equals card(range(k)).

Function Prototype:

cp::Lexicographic(
valueBinding,
firstValues,

(input) an index binding
(input/output) an expression

secondValues, ! (input/output) an expression
allowEqual (optional input) an expression
)
Arguments:
valueBinding

The index binding over which the next two arguments are defined.

firstValues
The expression that should lexicographically come before
secondValues. It is defined over index binding valueBinding and may
involve variables.

secondValues
The expression that should lexicographically come after firstValues.
It is defined over index binding valueBinding and may involve
variables.

allowEqual
When this optional argument is specified and non-zero, the
expressions firstValues and secondvValues are allowed to be equal.
The allowEqual expression may not involve variables. The default of
this argument is 0.

Return value:

This function returns 1 if the above condition is met. When the index
binding valueBinding is empty, this function returns

m 0 if allowEqual is 0
m 1 if allowEqual is not 1.
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Please note that the comparison between the two expressions is done,
based on the complete specified index binding and not pair-wise for every
element in that index domain.

Examples:

The constraint x_before_y ensures that the identifier x comes
lexicographically before the identifier y.

Constraint x_before_y {

Definition
}
Suppose
x = data { ’al’ :
y = data { ’al’

cp: :Lexicographic( 1, x(i), y(i) );

1, 'a2’ : 2, ’a3’ :

2}
:1, a2’ 3, ’a3’ : 11}

Then the constraint x_before_y is met. Please note that in the case of a3, x
= 2and y = 1. Allthough 2 does not come lexicographically before 1, the
constraint is met. The ordering is based on the whole index domain, and
not pair wise. Because for a2 2 comes lexicographically before 3, the x-
and y-values for a3 are irrelevant here.

Higher dimensional variables can also be compared using
cp::Lexicographic as is illustrated next. Consider the following

declarations:

Set S {

Index
InitialData

}

Variable X {
IndexDomain
Range

}

Variable Y {
IndexDomain
Range

}

Constraint xylex {

H

Definition

i, 3;
data { a, b, c };

(i,3);
binary;

(i,3);

binary;

cp: :Lexicographic(
(3,3 lord(i)<=o0rd(3),
x(1,3), y(i,3)

}

Instantiated constraints are presented in the constraint listing. For the
constraint xylex this looks as follows:

xylex
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cp::Lexicographic({X(a,a), X(a,b), X(a,c), X(b,b), X(b,c), X(c,O},
{¥(@@,a), Y(@,b), Y(a,0), Y(b,b), Y(b,c), Y(c,0)},

name
X(a,a)
X(a,b)
X(a,c)
X(b,b)
X(b,c)
X(c,c)
Y(a,a)
Y(a,b)
Y(a,c)
Y(b,b)
Y(b,c)
Y(c,c)

allowEqual: 0)

Tower level upper

0

OO OO OO OO O OO

0

OO O OO R OO O OO

RF R RRPRERERRRRERR &

Here A1MMS visits all elements of the two dimensional variables x and vy,
by varying the indices i and j in the index binding (i,j) and adhering to
the index domain condition ord(i)<=ord(j). In the index binding (i,j) the
index j comes after the index i and thus the index j is varied more.

See also:

m The help text associated with the option constraint_Tisting. This option
can be found via the AIMMS menu settings - project options category
Solvers general - Standard reports - constraints.

m Chapter 22 on Constraint Programming in the Language Reference.

m The global constraint catalog
www.emn.fr/z-info/sdemasse/gccat/Clex_less.html which
references this function as Tex_lTess and lex_lesseq.
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cp::ParallelSchedule

The function cp::ParallelSchedule(c,j,s;,d;j,e;j, w;) models a resource that

can handle multiple jobs j at the same time. The capacity of the resource is c
units. The job j starts at period s; and is active up to but not including period
ej, during d; periods. Job j requires (a weight of) w; units of the resource.

Mathematical Formulation:

cp::ParallelSchedule(c,j,s;,dj,ej,w;) is equivalent to

vt: Zj\sjst<ej wj=c¢
Vj S5t dj = €j.

Function Prototype:

cp::ParallelSchedule(

resourceCapacity, ! (input) an expression
jobBinding, ! (input) an index binding
jobBegin, I (input/output) an expression
jobDuration, I (input/output) an expression
jobEnd, I (input/output) an expression
jobWeight I (input/output) an expression
)
Arguments:
resourceCapacity

jobB

jobB

This argument is the capacity that the single resource has available to
handle multiple jobs at the same time. It is a integer valued
expression and the unit of measurement of this expression should be
commensurate to the unit of measurement of jobWeight. This
expression may not involve variables.

inding

The index binding that specifies the jobs that need to be scheduled.
egin

An expression that involves variables. When this function is used in a
constraint definition it should involve variables. The result is a vector
with an element for each possible value of the indices in jobBinding.
This argument is integer or element valued, i.e. no string, fractional
or unit values.

jobDuration

An expression that may involve variables. The result of this
expression is an integer non-negative value. The result is a vector
with an element for each possible value of the indices in jobBinding.
This argument is integer valued, i.e. no element, string, fractional or
unit values, but elements from the set Integers are allowed.
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jobEnd
An expression that involves variables. When this function is used in a
constraint definition it should involve variables. This expression has
the same data type as jobBegin. The result is a vector with an element
for each possible value of the indices in jobBinding. This argument is
integer or element valued, i.e. no string, fractional or unit values.

JjobWeight
An expression that may involve variables. The result of this
expression is an integer non-negative value. The unit of measurement
of this expression is commensurate with the unit of measurement of
TowerLimit and upperLimit. The result is a vector with an element for
each possible value of the indices in jobBinding. This argument is
integer valued, i.e. no element, string, fractional or unit values, but
elements from the set Integers are allowed.

This argument is integer or element valued, i.e. no string, fractional or unit
values.

Return value:

This function returns 1 if the jobs can be scheduled within the resource
limits. If the index domain argument jobBinding is empty, this function
also returns 1. Otherwise it returns 0.

Remarks:

m The arguments of this function involve discrete AIMMS variables and
AIMMS parameters, not AIMMS activities.

m This and similar constraints are also known in the Constraint
Programming literature as Cumulative constraints.

See also:

m The examples at the function cp::A11Different illustrate how the index
binding and vector arguments are used.

m Chapter 22 on Constraint Programming in the Language Reference.

m The global constraint catalog
www.emn.fr/z-info/sdemasse/gccat/Ccumulative.html which
references this function as cumulative.
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cp::Sequence

The function cp: : Sequence is used to limit the number of occurrences of a
group of values in each contiguous sequence of a row of variables. It is used
to model that some values may occur only a limited number of times in a
contiguous subset of the variables.

Mathematical Formulation:

The function cp: :Sequence(i,x;,S,q,l,u[,c]) returns 1 if, for each
contiguous sequence of length g, the number of times that x; is in S is
within the range {l..u}.

cp: :Sequence(i,x;,S,q,l,u,c) is equivalent to

Vi=ln-q+1: 1<3 (xi€8) su ¢=0
Vi=1l.n: l < Z?:_é (X(+j-1)%m+1 €S) <u c#0
Function Prototype:
cp: :Sequence(

inspectedBinding,
inspectedvalues,

(input) an index binding
(input/output) an expression

!
!
TookupValues, I (input) a set valued expression
sequencelength, ! (input) an expression
TowerBound, I (input) an expression
upperBound, I (input) an expression
cyclic I (optional, input) an expression
)
Arguments:
inspectedBinding

The index binding for which the inspectedValues expression should
be inspected on occurences of values in the TookupValues set.

inspectedValues
The expression indexed over inspectedBinding for which the number
of occurrences of the values in TookupValues is limited per
subsequence. This expression may involve variables, but can only
contain integer or element values (i.e. no strings, fractional or unit
values).

lookupValues
The set containing the particular values that should occur only a
limited number of times in each subsequence. This set valued
expression should be a subset of the range of inspectedValues and
does not involve variables.
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sequenceLength
The sequence length. An expression that does not involve variables.
This argument should be in the range
{1..card(range(inspectedValues))}.

lowerBound
The lower bound on the number of occurences. This expression does
not involve variables. This argument should be in the range
{0..upperBound}.

upperBound
The upper bound on the number of occurences. This expression does
not involve variables. This argument should be in the range
{TowerBound..sequencelLength}.

cyclic
An optional expression that indicates whether cyclic subsequences
should also be inspected. E.g. when you have a set 1,2,3,4,5 then 4,5,1
is a cyclic subsequence of length 3. The cyclic expression cannot
involve variables and the default of this argument is 0.

Return value:

This function returns 1 if the above condition is met.

Examples:

In car sequencing the constraint below ensures that no more cars of class
¢ with option o are built in a sequence of length blockSize(o) than
maxCarsPerBlock (o). Here, the indexed set classesHavingOption(o) is, for
each option o, the classes of car that have that option.

Constraint respectCapacity {
IndexDomain : (0);
Definition : {
cp::Sequence(
inspectedBinding : 1,

inspectedvValues : car(i),

TookupValues : classesHavingOption(o),
sequencelength : blockSize(o),
TowerBound .0,

upperBound : maxCarsPerBlock(o) )

}

In crew scheduling the constraint below ensures that after a flight an
attendant att has at least two days off (works at most one day in each
sequence of three days). The value 1 is converted to the set {1} by AIMMS.
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Constraint AssureDaysOff {
IndexDomain : (att);
Definition : {
cp::Sequence(
inspectedBinding : f,
inspectedvalues : CrewOnFlight(att, f),

TookupValues :1,
sequenceLength : 3,
TowerBound 0,
upperBound 1,
cyclic 1
}
}
See also:

m The functions cp::Count and cp::Cardinality.
m Chapter 22 on Constraint Programming in the Language Reference.
m The global constraint catalog
www.emn. fr/z-info/sdemasse/gccat/Camong_seq.htm] which
references this function as among_seg.
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cp::SequentialSchedule

The function cp: :SequentialSchedule(j,s;,d;,e;) models a resource that can
handle only one job at a time. A job j is scheduled from start time s; until,
but not including, end time e; and over a number of periods d;. This function
returns 1 if the jobs are scheduled such that no two jobs overlap.

Mathematical Formulation:
cp::SequentialSchedule(j,s;j,d;,e;) is equivalent to

Vi, j,i+=j:(si+di<sj)Vv(sj+d;=<s;)
Vj:sj+dj=ej

Function Prototype:

cp::SequentialSchedule(

jobBinding, ! (input) an index binding
jobBegin, I (input) an expression
jobDuration, ! (input) an expression
jobEnd I (input) an expression
)
Arguments:
JjobBinding
An index binding that specifies and possibly limits the scope of
indices. This argument follows the syntax of the index binding
argument of iterative operators.
JjobBegin
An expression that involves variables. The result is a vector with an
element for each possible value of the indices in jobBinding.
jobDuration

An expression that may involve variables. The result of this
expression is an integer non-negative value. The result is a vector
with an element for each possible value of the indices in jobBinding.

JjobEnd
An expression that involves variables. This expression has the same
data type as jobBegin. The result is a vector with an element for each
possible value of the indices in jobBinding.

Return value:

This function returns 1 if the jobs can be scheduled such that no two jobs
overlap. If the index binding argument job is empty, this function will
return 1. Otherwise it returns O.
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Remarks:

m The arguments to this function involve discrete AIMMS variables and
AIMMS parameters, not AIMMS activities.

m This and similar constraints are also known in the Constraint
Programming literature as unary or disjunctive constraints.

Examples:

The following example models the intuitive idea that with an increase in
the size of a task also the time window in which that task is to be
executed increases.

Parameter nrTasks {

Definition : 10;
}
Parameter smallestWidth {
Definition : 4;
}
Set tasks {
Index HE
Definition : elementrange( 1, nrTasks, 1, ’task’);
}
Parameter release {
IndexDomain : (t);
Definition : Ord(t);
}
Parameter deadline {
IndexDomain : (t);
Definition : 2*nrTasks-Ord(t)+smallestWidth;
}
Parameter processingTime {
IndexDomain : (t);
Definition : ceil(0.125*(deadline(t) - release(t)));
}
Variable startTime {
IndexDomain : (t);
Range HERt
{release(t) .. deadline(t)}
}
}
Variable endTime {
IndexDomain : (t);
Range o {
{release(t) .. deadline(t)}
}
}
Constraint UnaryResource {
Definition : {
cp::SequentialSchedule(t, startTime(t),
processingTime(t), endTime(t))
}
}

This leads to the following results (extracted from the listing file):

name Tower Tevel upper
startTime(’ task01’) 1 1 23
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The following Gantt chart illustrates that the solution satisfies the

startTime(’ task02’)
startTime(’task03’)
startTime(’task04’)
startTime(’ task05”)
startTime(’ task06”)
startTime(’task07’)
startTime(’task08’)
startTime(’task09”)
startTime(’task10’)
endTime(’task01’)
endTime(’task02’)
endTime(’task03’)
endTime(’task04’)
endTime(’task05”)
endTime(’task06’)
endTime(’task07’)
endTime(’task08’)
endTime(’task09’)
endTime(’task10’)
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restricition imposed by cp: :SequentialSchedule.

taskO1

task02
task03
taskD4
taskOS
taskOE
taskO7
taskDs
taskO9
task10

M startTime:

17

23

Figure 10.2: Gantt chart for solution of cp::SequentialSchedule

See also:

m The examples at the function cp::A11Different illustrate how the index
binding and vector arguments are used.

m Chapter 22 on Constraint Programming in the Language Reference.

m The global constraint catalog

www.emn.fr/z-info/sdemasse/gccat/Cdisjunctive.html which

references this function as disjunctive.
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Scheduling Functions

A1MMS supports the following functions for scheduling:

cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp:
cp::
cp:
cp:
cp:
cp:
cp::
cp:
cp:
cp:
cp:
cp:

:ActivityBegin
:ActivityEnd
:ActivitylLength
:ActivitySize
:Alternative
:BeginAtBegin
:BeginAtEnd
:BeginBeforeBegin
:BeginBeforeEnd
:BeginOfNext
:BeginOfPrevious
:EndAtBegin
:EndAtEnd
:EndBeforeBegin

EndBeforeEnd

:EndOfNext
:EndOfPrevious
:GroupOfNext
:GroupOfPrevious

LengthOfNext

:LengthOfPrevious
:SizeOfNext
:SizeOfPrevious
:Span
:Synchronize
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cp::ActivityBegin

The function cp: :ActivityBegin(a,d) returns the begin of activity a when it is
present or default value d when it is absent.

Mathematical Formulation:

The function cp: :ActivityBegin(a,d) is equivalent to

a.begin if a.present
a otherwise

This function is typically used in scheduling problems to link activities to
other components of the problem.

cp::ActivityBegin(

optionalActivity, ! (input) an expression
absentValue I (input) an expression
)
Arguments:
optionalActivity
An expression resulting in an activity. This activity may have the
property optional.
absentValue

An expression that results in the value used when activity
optionalActivity is absent. The result of this expression is an
element in the schedule domain of the activity. This expression
cannot involve variables.

Return value:

This function returns an element in the schedule domain of the activity
and this element is the begin of an activity when that activity is present or
a specified default value when it is not.

Examples:

In the example below, we require that the beginning of the shift
represented by element variable evShift matches the begin of the optional
activity myAct.

Constraint TinkShiftActivity {

Definition : cp::ActivityBegin( myAct, first(myCal)) = beginHour(evShift) );
}

See also:

The functions cp::Count and cp: :ActivityEnd.

306



Chapter 11. Scheduling Functions

cp::ActivityEnd

The function cp::ActivityEnd(a,d) returns the end of activity a if it is
present or default value d when it is absent.

Mathematical Formulation:
The function cp::ActivityEnd(a,d) is equivalent to

a.end if a.present
d otherwise

This function is typically used in scheduling problems to link activities to
other components of the problem.

cp::ActivityEnd(

optionalActivity, ! (input) an expression
absentValue I (input) an expression
)
Arguments:
optionalActivity
An expression resulting in an activity. This activity may have the
property optional.
absentValue

An expression that results in the value used when activity
optionalActivity is absent. The result of this expression is an
element in the schedule domain of the activity. This expression
cannot involve variables.

Return value:

This function returns an element in the schedule domain of the activity
and this element is the end of an activity when that activity is present or a
specified default value when it is not.

Examples:

In the example below, we require that the end of the shift represented by
element variable evShift matches the end of the optional activity myAct.

Constraint TinkShiftActivity {

Definition : cp::ActivityEnd( myAct, last(myCal)) = endHour(evShift);
}

See also:

The functions cp::Count and cp: :ActivityBegin.
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cp::ActivityLength

The function cp::ActivitylLength(a,d) returns the length of activity a when
present and default value d when absent.

Mathematical Formulation:

The function cp::ActivitylLength(a,d) is equivalent to

a.length if a.present
a otherwise

This function is typically used in scheduling problems to link activities to
other components of the problem.

cp::ActivitylLength(

optionalActivity, ! (input) an expression
absentValue I (input) an expression
)
Arguments:
optionalActivity
An expression resulting in an activity. This activity may have the
property optional.
absentValue

An expression that results in the value used when activity
optionalActivity is absent. This expression cannot involve variables.

Return value:

This function returns the length of an activity when that activity is present
or a specified default value when it is not.

Examples:

In the example below, we require that the length of an activity is 36,
whether or not it is present. When the length of an activity is fixed, if it is
present, then this type of constraint might improve the performance of
the CP solver.

Constraint TinkShiftActivity {

Definition : cp::ActivityLength( myAct, 36 ) = 36;
}

Note that the above constraint is automatically generated when the length
attribute of activity myAct is specified as 36.

See also:

The functions cp::Count and cp: :ActivityBegin.
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cp::ActivitySize

The function cp: :ActivitySize(a,d) returns the size of activity a when it is
present or default value d when it is absent.

Mathematical Formulation:

The function cp::ActivitySize(a,d) is equivalent to

a.size if a.present
d otherwise

This function is typically used in scheduling problems to link activities to
other components of the problem.

cp::ActivitySize(

optionalActivity, ! (input) an expression
absentValue I (input) an expression
)
Arguments:
optionalActivity
An expression resulting in an activity. This activity may have the
property optional.
absentValue

An expression that results in the value used when activity
optionalActivity is absent. This expression cannot involve variables.

Return value:

This function returns the size of an activity when that activity is present
or a specified default value when it is not.

Examples:

In the example below, we require that the size of the shift represented by
element variable evShift matches the size of the optional activity myAct.

Constraint TinkShiftActivity {

Definition : cp::ActivitySize( myAct, 3) =, shiftSize(evShift);
}

See also:

The functions cp::Count and cp: :ActivityBegin.
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cp::Alternative

The function cp::Alternative(g,i,a;,n), returns

m if activity g is not present, the value 1 if none of the activities a; are
present and O otherwise.

m if activity g is present, the value 1 if precisely n activities a; are present
and these present activities match the activity g.

The function cp::Alternative(g,i,a;i,n) is equivalent to
g.Present =0 < Vi:a;.Present=0

and

>;ai.Present =n
g-Begin = a;.Begin
g.End = a;.End

.Present =1 ,
9 < Vi:ai.Present > {

This function is typically used in scheduling problems to denote selected
(matching) activities.

cp::Alternative(

globalActivity, ! (input) an expression
activityBinding, ! (input) an activity binding
subActivity, I (input) an expression
noSelected I (optional) an expression
)
Arguments:
globalActivity
An expression resulting in an activity.
activityBinding
An index domain that specifies and possibly limits the scope of
indices. This argument follows the syntax of the index domain
argument of iterative operators.
subActivity
An expression resulting in an activity. The result is a vector with an
element for each possible value of the indices in index domain
activityBinding.
noSelected

The number of alternatives, the default being 1. This expression may
involve variables.

Return value:

This function returns 1 if the above condition is satisfied, or otherwise 0.
When the index domain activityBinding is empty this function will return
an error.
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Examples:

In the example below we require precisely one of the activities altAct(i)
to match the activity chosenAct(i).

Constraint PreciselyOneAlternativeMatches {
Definition : «cp::Alternative( chosenAct, i, altAct(i) );
}

We could change the above example to allow multiple matches as follows:

Variable noMatches {

Range o {
{1..n}
}
}
Constraint AtLeastOneAlternativeMatches {
Definition : cp::Alternative( chosenAct, i, altAct(i), noMatches );
}

Here, the number of matches is counted in the integer variable noMatches.

See also:

The functions cp::Span and cp: :Synchronize.
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cp::BeginAtBegin

The function cp: :BeginAtBegin(a,b,d) returns 1 if one of the activities a and
b is absent, or if the begin of activity a plus a nonnegative time period 4 is
equal to the begin of activity b. The function cp: :BeginAtBegin(a,b,d) is
equivalent to

a.Present =0 \%

b.Present =0 Y

a.Begin+d = b.Begin

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp::BeginAtBegin(

firstActivity, ! (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :BeginBeforeBegin and cp: :BeginBeforeEnd, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::BeginAtEnd

The function cp::BeginAtEnd(a,b,d) returns 1 if one of the activities a and b
is absent, or if the begin of activity a plus a nonnegative time period d is
equal to the begin of activity b. The function cp: :BeginAtEnd(a,b,d) is
equivalent to

a.Present =0 \%

b.Present =0 %

a.Begin+d = b.End

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp: :BeginAtEnd(

firstActivity, ! (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :BeginBeforeBegin and cp: :BeginBeforeEnd, and
m Chapter 22 on Constraint Programming in the Language Reference.

313



Chapter 11. Scheduling Functions

cp::BeginBeforeBegin

The function cp: :BeginBeforeBegin(a,b,d) returns 1 if one of the activities a
and b is absent, or if the begin of activity a plus a nonnegative time period d
is equal to the begin of activity b. The function cp: :BeginBeforeBegin(a,b,d)
is equivalent to

a.Present =0 \%

b.Present =0 %

a.Begin+d < b.Begin

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp: :BeginBeforeBegin(

firstActivity, I (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :BeginAtBegin and cp: :BeginBeforeEnd, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::BeginBeforeEnd

The function cp: :BeginBeforeEnd(a,b,d) returns 1 if one of the activities a
and b is absent, or if the begin of activity a plus a nonnegative time period d
is equal to the begin of activity b. The function cp: :BeginBeforeEnd(a,b,d) is

equivalent to
a.Present =0 \Y

b.Present =0 %
a.Begin+d < b.End

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp: :BeginBeforeEnd(

firstActivity, I (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :BeginBeforeBegin and cp: :BeginAtEnd, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::BeginOfNext

The function cp: :BeginOfNext refers to the begin of the next activity in a
sequence of activities.

For a resource 7, an activity a, timeslots I and d, the function
cp::BeginOfNext(+,a,l,d) returns

m d if a is absent,

m lif a is present and scheduled as the last activity on ¥, and

m n.begin if a is present and not scheduled as the last activity on 7, and
n is the next activity of a scheduled on 7.

cp: :BeginOfNext(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
TastValue, I (optional) an expression
absentValue I (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
lastValue
An optional expression that results in an element in the problem
schedule domain. The default value of this expression is the last
element in the schedule domain of the sequential resource.
absentValue

An optional expression that results in an element in the problem
schedule domain. The default value of this expression is the first
element in the problem schedule domain.

Return value:
This function returns an element in the problem schedule domain.

See also:

m The functions cp: :BeginOfPrevious and cp: :End0fNext, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::BeginOfPrevious

The function cp: :BeginOfPrevious refers to the begin of the previous activity
in a sequence of activities.

For a resource 7, an activity a, timeslots I and d, the function
cp::BeginOfNext(+,a,l,d) returns

m d if a is absent,

m lif a is present and scheduled as the first activity on r, and

m p.beginif a is present and not scheduled as the last activity on 7, and
p is the previous activity of a scheduled on 7.

cp: :BeginOfPrevious(

sequentialResource, ! (input) an expression
scheduledActivity, ! (input) an expression
firstValue, I (optional) an expression
absentValue I (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
firstValue
An optional expression that results in an element in the problem
schedule domain. The default value of this expression is the first
element in the schedule domain of the sequential resource.
absentValue

An optional expression that results in an element in the problem
schedule domain. The default value of this expression is the first
element in the problem schedule domain.

Return value:

This function returns an element in the problem schedule domain.
See also:

m The functions cp: :BeginOfNext and cp: :EndOfPrevious, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::EndAtBegin

The function cp: :EndAtBegin(a,b,d) returns 1 if one of the activities a and b
is absent, or if the begin of activity a plus a nonnegative time period d is
equal to the begin of activity b. The function cp: :EndAtBegin(a,b,d) is
equivalent to

a.Present =0 \%

b.Present =0 %

a.End+ d = b.Begin

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp: :EndAtBegin(

firstActivity, ! (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :BeginBeforeBegin and cp: :BeginBeforeEnd, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp:EndAtEnd

The function cp: :EndAtEnd(a,b,d) returns 1 if one of the activities a and b is
absent, or if the end of activity a plus a nonnegative time period d is equal to
the end of activity b. The function cp: :EndAtEnd(a,b,d) is equivalent to

a.Present =0 Vv
b.Present =0 %
a.End +d = b.End

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp: :EndAtEnd(

firstActivity, I (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :BeginBeforeBegin and cp: :BeginBeforeEnd, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::EndBeforeBegin

The function cp: :EndBeforeBegin(a,b,d) returns 1 if one of the activities a
and b is absent, or if the end of activity a plus a nonnegative time period d is
less than or equal to the begin of activity b. The function

cp: :EndBeforeBegin(a,b,d) is equivalent to

a.Present =0 \Y
b.Present =0 Vv
a.End+d < b.Begin

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp: :EndBeforeBegin(

firstActivity, ! (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :BeginBeforeBegin and cp: :BeginBeforeEnd, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::EndBeforeEnd

The function cp: :EndBeforeEnd(a,b,d) returns 1 if one of the activities a and
b is absent, or if the end of activity a plus a nonnegative time period d is less
than or equal to the end of activity b. The function cp: :EndBeforeEnd(a,b,d)

is equivalent to
a.Present =0 \%

b.Present =0 Vv
a.End+d < b.End

This function is typically used in scheduling constraints to place a sequencing
restriction on activities.

cp: :EndBeforeEnd(

firstActivity, I (input) an expression
secondActivity, ! (input) an expression
delay ! (optional) an expression
)
Arguments:
firstActivity
An expression that results in an activity.
secondActivity
An expression that results in an activity.
delay

An optional expression that results in an integer number of time
slots. This expression may involve variables. The default value of this
expression is 0.

Return value:

This function returns 1 if the above condition is satisfied, and 0 if it is not.
See also:

m The functions cp: :EndAtEnd and cp: :EndBeforeBegin, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp:-:EndOfNext

The function cp: :EndOfNext refers to the end of the next activity in a sequence
of activities.

For a resource 7, an activity a, timeslots I and d, the function
cp::EndOfNext(r,a,l,d) returns

m d if a is absent,

m lif a is present and scheduled as the last activity on ¥, and

m n.end if a is present and not scheduled as the last activity on v, and n
is the next activity of a scheduled on 7.

cp: :EndOfNext(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
TastValue, I (optional) an expression
absentValue I (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
lastValue
An optional expression that results in an element in the problem
schedule domain. The default value of this expression is the last
element in the schedule domain of the sequential resource.
absentValue

An optional expression that results in an element in the problem
schedule domain. The default value of this expression is the first
element in the problem schedule domain.

Return value:

This function returns an element in the problem schedule domain.
See also:

m The functions cp: :BeginOfNext and cp: :EndOfPrevious, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::EndOfPrevious

The function cp: :EndOfPrevious refers to the end of the previous activity in a
sequence of activities.

For a resource 7, an activity a, timeslots f and d, the function
cp: :EndOfPrevious(v,a, f,d) returns

m d if a is absent,

m f if a is present and scheduled as the first activity on 7, and

m p.end if a is present and not scheduled as the first activity on v, and p
is the previous activity of a scheduled on 7.

cp: :EndOfPrevious(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
firstvalue, I (optional) an expression
absentValue I (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
firstValue
An optional expression that results in an element in the problem
schedule domain. The default of this expression is the first element
in the schedule domain of the sequential resource.
absentValue

An optional expression that results in an element in the problem
schedule domain. The default of this expression is the first element
in the problem schedule domain.

Return value:

This function returns an element in the problem schedule domain.
See also:

m The functions cp: :BeginOfPrevious and cp: :EndOfNext, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::GroupOfNext

The function cp: :GroupOfNext refers to the group of the next activity in a
sequence of activities. The group of an activity is specified in the group
definition attribute of the sequential resource to ensure the sequencing.

For a resource v, an activity a, groups [ and d, the function
cp: :GroupOfNext(v,a,l,d) returns

m d if a is absent,

m lif a is present and scheduled as the last activity on ¥, and

m GroupO f(r,n) if a is present and not scheduled as the last activity on
v, and n is the next activity of a scheduled on r.

cp: :GroupOfNext(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
TastValue, I (optional) an expression
absentValue ! (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
lastValue
An optional expression that results in a group. The default value of
this expression is the last element in the group set of the sequential
resource.
absentValue

An optional expression that results in a group. The default value of
this expression is the last element in the group set of the sequential
resource.

Return value:

This function returns a group.
See also:

m The functions cp: :BeginOfNext and cp::EndOfPrevious, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::GroupOfPrevious

The function cp: :GroupOfPrevious refers to the group of the previous activity
in a sequence of activities. The group of an activity is specified in the group
definition attribute of the sequential resource to ensure the sequencing.

For a resource 7, an activity a, groups f and d, the function
cp: :GroupOfPrevious(r,a, f,d) returns

m d if a is absent,

m f if a is present and scheduled as the first activity on 7, and

m GroupO f(r,p) if a is present and not scheduled as the first activity
on v, and p is the previous activity of a scheduled on 7.

cp: :GroupOfPrevious(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
firstvalue, I (optional) an expression
absentValue I (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
firstValue
An optional expression that results in a group. The default value of
this expression is the first element of the group set of the sequential
resource.
absentValue

An optional expression that results in a group. The default value of
this expression is the first element of the group set of the sequential
resource.

Return value:

This function returns a group.
See also:

m The functions cp: :BeginOfPrevious and cp: :EndOfNext, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::LengthOfNext

The function cp: :LengthOfNext refers to the length of the next activity in a
sequence of activities. A length is an integer in the range
{0..card(problemscheduledomain) — 1}.

For a resource v, an activity a, lengths | and d, the function
cp: :LengthOfNext(+,a,l,d) returns

m d if a is absent,

m lif a is present and scheduled as the last activity on v, and

m n.length if a is present and not scheduled as the last activity on 7, and
n is the next activity of a scheduled on r.

cp: :LengthOfNext (

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
TastValue, I (optional) an expression
absentValue ! (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
lastValue
An optional expression that results in a length. The default value of
this expression is 0.
absentValue

An optional expression that results in a length. The default value of
this expression is 0.

Return value:

This function returns a length.
See also:

m The functions cp: :BeginOfNext and cp::EndOfPrevious, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::LengthOfPrevious

The function cp: :LengthOfPrevious refers to the length of the previous activity
in a sequence of activities. A size is an integer in the range
{0..card(problemscheduledomain) — 1}.

For a resource 7, an activity a, sizes f and d, the function
cp::LengthOfPrevious(r,a, f,d) returns

m d if a is absent,

m f if a is present and scheduled as the first activity on 7, and

m p.length if a is present and not scheduled as the first activity on r, and
p is the previous activity of a scheduled on 7.

cp: :LengthOfPrevious(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
firstvalue, I (optional) an expression
absentValue I (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
firstValue
An optional expression that results in a length. The default value of
this expression is 0.
absentValue

An optional expression that results in a length. The default value of
this expression is 0.

Return value:

This function returns a length.
See also:

m The functions cp: :BeginOfPrevious and cp: :EndOfNext, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::SizeOfNext

The function cp::SizeOfNext refers to the size of the next activity in a
sequence of activities. A size is an integer in the range
{0..card(problemscheduledomain) — 1}.

For a resource 7, an activity a, sizes | and d, the function
cp::SizeOfNext(r,a,l,d) returns

m d if a is absent,

m lif a is present and scheduled as the last activity on ¥, and

m n.sizeif a is present and not scheduled as the last activity on 7, and n
is the next activity of a scheduled on 7.

cp::SizeOfNext(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
TastValue, I (optional) an expression
absentValue ! (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
lastValue
An optional expression that results in a size. The default value of this
expression is 0.
absentValue

An optional expression that results in a size. The default value of this
expression is 0.

Return value:

This function returns a size.
See also:

m The functions cp: :BeginOfNext and cp::EndOfPrevious, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::SizeOfPrevious

The function cp::SizeOfPrevious refers to the size of the previous activity in a
sequence of activities. A size is an integer in the range
{0..card(problemscheduledomain) — 1}.

For a resource 7, an activity a, sizes f and d, the function
cp::SizeOfPrevious(v,a, f,d) returns

m d if a is absent,

m f if a is present and scheduled as the first activity on 7, and

m p.size if a is present and not scheduled as the first activity on 7, and p
is the previous activity of a scheduled on r.

cp::SizeOfPrevious(

sequentialResource, ! (input) an expression
scheduledActivity, I (input) an expression
firstValue, I (optional) an expression
absentValue ! (optional) an expression
)
Arguments:
sequentialResource
An expression that results in a sequential resource.
scheduledActivity
An expression that results in an activity.
firstValue
An optional expression that results in a size. The default of this
expression is 0.
absentValue

An optional expression that results in a size. The default of this
expression is 0.

Return value:

This function returns a size.
See also:

m The functions cp: :BeginOfPrevious and cp: :EndOfNext, and
m Chapter 22 on Constraint Programming in the Language Reference.
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cp::Span

The function cp::Span(g,i,a;) returns 1 if activity g and activities a; are all
not present, or if the begin of present activity g is equal to the first present
activity a; and the end of activity g is equal to the end of the last present
activity a;. The function cp::Span(g,i,a;) is equivalent to

g.Present =0 < Vi:a;.Present=0

and
dila;.Present

g-Present =1 < {1 g.Begin = min;jj4, present ai.Begin
g-End = max;a, present ai.End

This function is typically used in scheduling problems to split an activity into
sub activities.

cp::Span(
globalActivity, ! (input) an expression
activityBinding, ! (input) an index domain
subActivity I (input) an expression
)
Arguments:
globalActivity

An expression resulting in an activity.

activityBinding
An index domain that specifies and possibly limits the scope of
indices. This argument follows the syntax of the index domain
argument of iterative operators.

subActivity
An expression resulting in an activity. The result is a vector with an
element for each possible value of the indices in index domain
activityBinding.

Return value:

This function returns 1 if the above condition is satisfied, 0 otherwise.
When the index domain i is empty this function will return an error.

See also:

The functions cp::Alternative and cp::Synchronize.
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cp::Synchronize

The function cp::Synchronize(g,i,a;) returns 1 if activity g is not present, or
if all present activities a; match activity g. The function
cp::Synchronize(g,i,a;) is equivalent to

g-Begin = a;.Begin

g.Present = Vila;.Present: { g.End = a;.End

This function is typically used in scheduling problems to synchronize
activities.

cp::Synchronize(

globalActivity, ! (input) an expression
activityBinding, ! (input) an index domain
subActivity I (input) an expression
)
Arguments:
globalActivity
An expression resulting in an activity.
activityBinding
An index domain that specifies and possibly limits the scope of
indices. This argument follows the syntax of the index domain
argument of iterative operators.
subActivity

An expression resulting in an activity. The result is a vector with an
element for each possible value of the indices in index domain
activityBinding.

Return value:

This function returns 1 if the above condition is satisfied, 0 otherwise.
When the index domain activityBinding is empty this function will return
an error.

See also:

The functions cp::Alternative and cp::Span.
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The gGMP library

Through the GmP library you have direct access to mathematical program
instances generated by AIMMS, allowing you to implement advanced
algorithms in an efficient manner. The GMP routines can also be used for
nonlinear models, unless specified otherwise. All procedures and
functions in the GMmp library are part of the GMP namespace in AIMMS. This
namespace is subdivided into the following functional namespaces:

Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:
Procedures and functions in the GMP:

:Benders namespace
:Coefficient namespace
:Column namespace

:Event namespace
:Instance namespace
:Linearization namespace
:ProgressWindow namespace
:QuadraticCoefficient namespace
:Robust namespace

:Row namespace

:SoTution namespace
:Solver namespace
:SolverSession namespace
:Stochastic namespace
:Tuning namespace
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12.1 GMP:Benders Procedures and Functions

AiMMSs supports the following procedures and functions for implementing an
automatic Benders’ decomposition algorithm:

GMP:
GMP:
GMP:
GMP:
GMP:

:Benders:
:Benders:
:Benders:
:Benders:
:Benders:

:AddFeasibilityCut
:AddOptimalityCut
:CreateMasterProblem
:CreateSubProblem
:UpdateSubProblem
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GMP::Benders::AddFeasibilityCut

The procedure GMP: :Benders: :AddFeasibilityCut generates a feasibility cut for
a Benders’ master problem using the solution of a Benders’ subproblem (or
the corresponding feasibility problem). This procedure is typically used in a
Benders’ decomposition algorithm.

GMP: :Benders: :AddFeasibiTityCut(

GMP1, I (input) a generated mathematical program
GMP2, I (input) a generated mathematical program
solution, I (input) a solution
cutNo, I (input) a scalar reference
[tighten] I (optional, default 0) a scalar binary expression
)
Arguments:
GMP1

An element in the set Al1GeneratedVMathematicalPrograms representing
a Benders’ master problem.

GMP2
An element in the set Al1GeneratedVMathematicalPrograms representing
a Benders’ subproblem (or the corresponding feasibility problem).

solution
An integer scalar reference to a solution of GMP2.

cutNo
An integer scalar reference to a cut number.

tighten
A scalar binary value to indicate whether the feasibility cut should be
tightened. If the value is 1, tightening is attempted.

Return value:

The procedure returns 1 on success, or 0 otherwise.
Remarks:

m The GMPI should have been created using the function
GMP: :Benders: :CreateMasterProblem.

m The GMP2 should have been created using the function
GMP: :Benders: :CreateSubProblem or the function
GMP: :Instance::CreateFeasibility.

m If the GMP that was created by GMP: :Benders: :CreateSubProblem
represents the dual of the Benders’ subproblem then this GMP should
be used as argument GMP2. If it represents the primal of the Benders’
subproblem then first the feasibility problem should be created which
then should be used as argument GMP2.
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m The solution of the Benders’ subproblem or feasibility problem
(represented by GMP?2) is used to generate an optimality cut for the
Benders’ master problem (represented by GMPI).

m A feasibility cut a”x > b can be tightened to 17x > 1 if x is a vector of
binary variables and a; = b > 0 for all 1.

Examples:

In the examples below we assume that the Benders’ subproblem is
infeasible. The way GMP: :Benders: :AddFeasibilityCut is called depends on
whether the primal or dual of the Benders’ subproblem was generated. In
the first example we use the dual. In that case an unbounded extreme ray
is used to create a feasibility cut. See Section 21.3 of the Language
Reference.

I Initialization.
myGMP := GMP::Instance::Generated( MP );

gmpM := GMP::Benders::CreateMasterProblem( myGMP, AllIntegerVariables,
'BendersMasterProblem’, 0, 0 );

gmpS := CMP::Benders::CreateSubProblem( myGMP, masterCMP, ’BendersSubProblem’,
useDual : 1, normalizationType : 0 );

NumberOfFeasibilityCuts := 1;

! Switch on solver option for calculating unbounded extreme ray.
GMP: :Instance::SetOptionvalue( gmpS, ’unbounded ray’, 1 );

I First iteration of Benders’ decomposition algorithm (simplified).
GMP: :Instance::Solve( gmpM );

GMP: :Benders: :UpdateSubProblem( gmpS, gmpM, 1, round : 1 );
GMP: :Instance::Solve( gmpS );

ProgramStatus := GMP::Solution::GetProgramStatus( gmpS, 1) ;

if ( ProgramStatus = ’Unbounded’ ) then
GMP: :Benders: :AddFeasibilityCut( gmpM, gmpS, 1, NumberOfFeasibilityCuts );
NumberOfFeasibilityCuts += 1;

endif;

In the second example we use the primal of the Benders’ subproblem. If
that problem turns out to be infeasible then we solve a feasibility problem
to get a solution of minimum infeasibility (according to some
measurement). The shadow prices of the constraints and the reduced
costs of the variables in that solution are used to create a feasibility cut.
See Section 21.5.1 of the Language Reference.

I Initialization.
myGMP := GMP::Instance::Generated( MP );

gmpM := GMP::Benders::CreateMasterProblem( myGMP, AllIntegerVariables,
'BendersMasterProblem’, 0, 0 );

gmpS := CMP::Benders::CreateSubProblem( myGMP, masterGMP, ’BendersSubProblem’,
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useDual : 0, normalizationType : 0 );
NumberOfFeasibilityCuts := 1;

! First iteration of Benders’ decomposition algorithm (simplified).
GMP: :Instance::Solve( gmpM );

GMP: :Benders: :UpdateSubProblem( gmpS, gmpM, 1, round : 1 );
GMP: :Instance::Solve( gmpS );

ProgramStatus := GMP::Solution::GetProgramStatus( gmpS, 1) ;
if ( ProgramStatus = 'Infeasible’ ) then
gmpF := GMP::Instance::CreateFeasibility( gmpS, "FeasProb", useMinMax : 1 );

GMP: :Instance::Solve( gmpF );

GMP: :Benders: :AddFeasibilityCut( gmpM, gmpF, 1, NumberOfFeasibilityCuts );
NumberOfFeasibilityCuts += 1;
endif;

See also:

The routines GMP: :Benders: :CreateMasterProblem,

GMP: :Benders: :CreateSubProbTem, GMP: :Benders: :AddOptimalityCut,
GMP::Instance::CreateFeasibility,

GMP::SolverSession: :AddBendersFeasibilityCut and
GMP::SolverSession: :AddBendersOptimalityCut.
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GMP::Benders::AddOptimalityCut

The procedure GMP: :Benders: :AddOptimalityCut generates an optimality cut
for a Benders’ master problem using the (dual) solution of a Benders’
subproblem. This procedure is typically used in a Benders’ decomposition
algorithm.

GMP: :Benders: :AddOptimalityCut(

GMP1, I (input) a generated mathematical program
GMP2, I (input) a generated mathematical program
solution, I (input) a solution
cutNo I (input) a scalar reference
)
Arguments:
GMP1

An element in the set Al1GeneratedVMathematicalPrograms representing
a Benders’ master problem.

GMP2
An element in the set Al1GeneratedVMathematicalPrograms representing
a Benders’ subproblem.

solution
An integer scalar reference to a solution of GMP2.

cutNo
An integer scalar reference to a cut number.

Return value:

The procedure returns 1 on success, or 0 otherwise.
Remarks:

m The GMPI should have been created using the function
GMP: :Benders: :CreateMasterProblem.

m The GMP2 should have been created using the function
GMP: :Benders: :CreateSubProblem.

m The solution of the Benders’ subproblem (represented by GMP2) is used
to generate an optimality cut for the Benders’ master problem
(represented by GMPI). More precise, the shadow prices of the
constraints and the reduced costs of the variables in the Benders’
subproblem are used.

Examples:

In the example below we assume that the Benders’ subproblem is feasible.
Its program status is stored in the element parameter ProgramStatus with
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range Al1SolutionStates. Note that the subproblem is updated before it is
solved.

I Initialization.
myGMP := GMP::Instance::Generated( MP );

gmpM := GMP::Benders::CreateMasterProblem( myGMP, AllIntegerVariables,
'BendersMasterProblem’, 0, 0 );

gmpS := CMP::Benders::CreateSubProblem( myGMP, masterGMP, ’BendersSubProblem’,
0, 0);

NumberOfOptimalityCuts := 1;

! First iteration of Benders’ decomposition algorithm (simplified).
GMP: :Instance::Solve( gmpM );

GMP: :Benders: :UpdateSubProblem( gmpS, gmpM, 1, round : 1);
GMP: :Instance::Solve( gmpS );

ProgramStatus := CMP::Solution::GetProgramStatus( gmpS, 1) ;

if ( ProgramStatus = ’Optimal’ ) then
GMP: :Benders: :AddOptimalityCut( gmpM, gmpS, 1, NumberOfOptimalityCuts );
NumberOfOptimalityCuts += 1;

endif;

See also:

The routines GMP: :Benders: :CreateMasterProblem,

GMP::Benders: :CreateSubProblem, GMP: :Benders: :AddFeasibilityCut,
GMP::SolverSession: :AddBendersFeasibilityCut and

GMP: :SolverSession: :AddBendersOptimalityCut.

338



Chapter 12. The G™mP library

GMP::Benders::CreateMasterProblem

The function GMP: :Benders: :CreateMasterProblem creates a Benders’ master
problem for a generated mathematical program. This master problem is
typically used in a Benders’ decomposition algorithm.

GMP: :Benders: :CreateMasterProblem(
GMP, I (input) a generated mathematical program
VariabTes, I (input) a set of variables
name, I (input) a string expression
!
!

[feasibilityOnly], (optional, default 0) a scalar value
[addConstraints] (optional, default 0) a scalar value
)
Arguments:
GMP
An element in the set Al1GeneratedMathematicalPrograms.
Variables
Variables
A subset of Al1Variables.
name
A string that holds the name for the Benders’ master problem.
feasibilityOnly
A scalar binary value to indicate whether this function should
(temporary) reformulate the original problem such that the Benders’
subproblem becomes a pure feasibility problem.
addConstraints

A scalar binary value to indicate whether this function should try to
automatically add tightening constraints to the Benders’ master
problem.

Return value:

A new element in the set Al1GeneratedMathematicalPrograms with the name
as specified by the name argument.

Remarks:

m A call to GMP: :Benders: :CreateMasterProblem is typically followed by a
call to the function GMP: :Benders: :CreateSubProbTem.

m The GMP must have type LP, MIP or RMIP.

m This function cannot be used if the GMP is created by the function
GMP: :Instance::GenerateStochasticProgram.

m The Variables argument specifies the variables that become part of the
Benders’ master problem. All other variables will become part of the
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Benders’ subproblem. The objective variable should be part of the set of
master problem variables; if the objective variable is not included in the
set Variables then this procedure will automatically add it.

m If the GMP contains integer variables then they all must be included in
the set Variables.

m The feasibilityOnly argument is discussed in more detail in
Section 21.5.2 of the Language Reference.

m The addConstraints argument is discussed in more detail in
Section 21.5.5 of the Language Reference.

Examples:

If the math program has type MIP then often the set of master problem
variables equals the set Al1IntegerVariables.

myGMP := GMP::Instance::Generated( MP );

gmpM := GMP::Benders::CreateMasterProblem( myGMP, AllIntegerVariables,
'BendersMasterProblem’, 0, 0 );

See also:

The routines CMP: :Benders: :CreateSubProblem,
GMP: :Benders: :AddFeasibilityCut and GMP::Benders::AddOptimalityCut.
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GMP::Benders::CreateSubProblem

The function GMP: :Benders: :CreateSubProblem creates a Benders’ subproblem
for a generated mathematical program. This subproblem is typically used in a
Benders’ decomposition algorithm.

GMP: :Benders: :CreateSubProblem(

GMP1, I (input) a generated mathematical program
GMP2, I (input) a generated mathematical program
name, I (input) a string expression
[useDual], ! (optional, default 0) a scalar value
[normalizationType] ! (optional, default 0) a scalar value
)
Arguments:
GMPI
An element in the set Al1GeneratedMathematicalPrograms.
GMP?2
An element in the set Al1GeneratedMathematicalPrograms representing
a Benders’ master problem.
name
A string that holds the name for the Benders’ subproblem.
useDual
A scalar binary value to indicate whether this function should create
the primal (value 0) or dual (value 1) of the subproblem.
normalizationType

A scalar value to indicate which kind of normalization this function
should use. Value 0 implies that the standard normalization is used.
Value 1 implies that the normalization condition introduced by
Fischetti, Salvagnin and Zanette (2010) is used. The normalization
condition is added as a constraint to the subproblem.

Return value:

A new element in the set Al1GeneratedMathematicalPrograms with the name
as specified by the name argument.

Remarks:

m The GMPI must have type LP, MIP or RMIP.

m The GMP2 should have been created using the function
GMP: :Benders: :CreateMasterProblem. Note that the call to that function
specifies how the variables (and constraints) are divided among the
master and subproblem.

m The useDual argument is discussed in more detail in Section 21.5.1 of
the Language Reference.
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m The normalizationType argument is discussed in more detail in
Section 21.5.3 of the Language Reference.

Examples:

If the math program has type MIP then often the set of master problem
variables equals the set Al1IntegerVariables. All other variables
automatically become part of the subproblem.

myGMP := GMP::Instance::Generated( MP );

gmpM := GMP::Benders::CreateMasterProblem( myGMP, AllIntegerVariables,
"BendersMasterProblem’, 0, 0 );

gmpS := GMP::Benders::CreateSubProblem( myGMP, masterGMP, ’'BendersSubProblem’,
0, 0);

See also:

The routines GMP: :Benders: :CreateMasterProblem,
GMP: :Benders: :AddFeasibilityCut, GMP: :Benders: :AddOptimalityCut,
GMP: :Benders: :UpdateSubProbTem and GMP::Instance::CreateFeasibility.
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GMP::Benders::UpdateSubProblem

The procedure GMP: :Benders: :UpdateSubProblem updates a Benders’
subproblem (or the corresponding feasibility problem) using the solution of a
Benders’ master problem. This procedure is typically used in a Benders’
decomposition algorithm.

GMP: :Benders: :UpdateSubProblem(

GMP1, I (input) a generated mathematical program
GMP2, I (input) a generated mathematical program
solution, I (input) a solution
[round] I (optional, default 0) a scalar value
)
Arguments:
GMP1

An element in the set Al1GeneratedVMathematicalPrograms representing
a Benders’ subproblem.

GMP2
An element in the set Al1GeneratedVMathematicalPrograms representing
a Benders’ master problem.

solution
An integer scalar reference to a solution of GMP2.

round
A binary scalar indicating whether the level values of the integer
variables (if any) should be rounded to the nearest integer value in
the solution used to update the subproblem.

Return value:

The procedure returns 1 on success, or 0 otherwise.
Remarks:

m The GMPI should have been created using the function
GMP: :Benders: :CreateSubProblem or the function
GMP: :Instance::CreateFeasibility.

m The GMP2 should have been created using the function
GMP: :Benders: :CreateMasterProblem.

m The solution of the Benders’ master problem (represented by GMP2) is
used to update the Benders’ subproblem (represented by GMPI1). That
is, the right-hand-side values of the constraints in the subproblem are
reevaluated using the level values of the variables in the solution of the
Benders’ master problem.
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Examples:

Before solving the subproblem it should be updated using a solution of
the master problem. In the example below we use the solution at position
1 in the solution repository of the GMP belonging to the master problem.

myGMP := GMP::Instance::Generated( MP );

gmpM := CMP::Benders::CreateMasterProblem( myGMP, All1IntegerVariables,
'BendersMasterProblem’, 0, 0 );

gmpS := CMP::Benders::CreateSubProblem( myGMP, masterCGMP, ’BendersSubProblem’,
0, 0);

GMP: :Instance::Solve( gmpM );
GMP: :Benders: :UpdateSubProblem( gmpS, gmpM, 1, round : 1);

GMP: :Instance::Solve( gmpS );

See also:

The functions CMP: :Benders: :CreateMasterProblem,
GMP: :Benders: :CreateSubProblem and CMP: :Instance: :CreateFeasibility.
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12.2 GMP::Coefficient Procedures and Functions

AIMMS supports the following procedures and functions for modifying the
coefficient matrix associated with a generated mathematical program

instance:

m GMP::Coefficient:
GMP: :Coefficient:
GMP: :Coefficient:
GMP: :Coefficient:
GMP: :Coefficient:

:Get
:GetQuadratic
:Set
:SetMulti
:SetQuadratic
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GMP::Coefficient::Get

The function GMP: :Coefficient::Get retrieves a (linear) coefficient in a
generated mathematical program.

GMP: :Coefficient::Get(

GMP, I (input) a generated mathematical program
row, I (input) a scalar reference or row number
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in AT1GeneratedMathematicalPrograms.

row
A scalar reference to an existing row in the model or the number of
that row in the range {0..m — 1} where m is the number of rows in
the matrix.

column
A scalar reference to an existing column in the model or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:

The value of the specified coefficient in the generated mathematical
program.

Remarks:

In case the generated mathematical program is nonlinear, this function
will return 0 if the column is part of a nonlinear term in the row. However,
if the row is pure quadratic then this function will return the linear
coefficient value for a quadratic column.

Examples:

Consider a GMP containing a constraint el with definition

2*x1 + 3*x2 + x2"3 = 0. Then GMP: :Coefficient::Get(CMP,el,x1) will
return 2. Because column x2 is part of the nonlinear term x2"3,
GMP::Coefficient::Get(GMP,el,x2) will return O.

See also:

The routines CMP: : Coefficient::Set and CMP: :QuadraticCoefficient::Cet.
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GMP::Coefficient::GetQuadratic

The function GMP: :Coefficient::CGetQuadratic retrieves the value of a
quadratic product between two columns in a generated mathematical
program.

GMP: :Coefficient: :GetQuadratic(

GMP, I (input) a generated mathematical program
columnl, I (input) a scalar reference or column number
column2 I (input) a scalar reference or column number
)
Arguments:
GMP

An element in AT1GeneratedMathematicalPrograms.

columnl,column?2
A scalar reference to an existing column in the model or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:

The value of the specified quadratic term in the generated mathematical
program.

Remarks:

m If columnl equals columnZ then AiMmMs multiplies the quadratic
coefficient by 2 before it is returned by this function.

m This function operates on the objective. To get a quadratic coefficient in
a row the function GMP: :QuadraticCoefficient::Get should be used.

See also:

The routines GMP: : Coefficient::SetQuadratic and
CMP: :QuadraticCoefficient: :Get.
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GMP::Coefficient::Set

The procedure GMP: : Coefficient::Set sets the value of a (linear) coefficient in
a generated mathematical program.

GMP: :Coefficient::Set(

GMP, I (input) a generated mathematical program
row, I (input) a scalar reference or row number
column, I (input) a scalar reference or column number
value I (input) a scalar numerical value
)
Arguments:
GMP

An element in Al1CeneratedMathematicalPrograms.

row
A scalar reference to an existing row in the model or the number of
that row in the range {0..m — 1} where m is the number of rows in
the matrix.

column
A scalar reference to an existing column in the model or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

value
A scalar numerical value indicating the value for the coefficient.

Return value:

The procedure returns 1 on success, or 0 otherwise.
Remarks:

m Use GMP::Coefficient::SetMulti if many coefficients have to be set
because that will be more efficient.

m This procedure cannot be used if the column refers to the objective
variable.

m In case the generated mathematical program is nonlinear, this
procedure will fail if the column is part of a nonlinear term in the row.
However, if the row is pure quadratic, then this procedure can be used
to set the linear coefficient value for a quadratic column.

m GMP procedures operate on a generated mathematical program in which
all variables are moved to the left-hand-side of each constraint. This can
have an influence on the sign of the coeffients as demonstrated in the
example below.
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Examples:

Assume that we have the following variable and constraint declarations (in
aim format):.

Variable vy;
Variable z;
Variable x1;
Constraint el {
Definition : x1 - 2%y - 3%z = 0;
}
Variable x2 {
Definition : 2%y + 3%z;

}

To change the coefficient of variable y in constraint el to 4 we use:

GMP: :Coefficient::Set( myGMP, el, vy, 4 );

This results in the row x1 + 4%y - 3*z = 0.

The definition of variable x2 is generated as the row x2 - 2*y - 3%z = 0 by
AimmMs. Therefore, using

GMP: :Coefficient::Set( myGMP, x2_definition, y, -4 );
will result in the row x2 - 4%y - 3%z = 0.
See also:

The routines GMP: :Coefficient::Get, GMP: :Coefficient::SetMulti and
GMP: :QuadraticCoefficient::Set.
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GMP::Coefficient::SetMulti

The procedure GMP: : Coefficient::SetMulti sets the value of a range of (linear)
coefficients for a group of columns and rows, belonging to a variable and
constraint, in a generated mathematical program.

GMP: :Coefficient::SetMulti(
GMP, I (input) a generated mathematical program
binding, I (input) an index binding

row, I (input) a constraint expression

column, I (input) a variable expression

value I (input) a numerical expression

)

Arguments:

GMP
An element in Al1CeneratedMathematicalPrograms.

binding
An index binding that specifies and possibly limits the scope of
indices.

row
A constraint that, combined with the binding domain, specifies the
TOWS.

column
A variable that, combined with the binding domain, specifies the
columns.

value
The new coefficient for each combination of row and column, defined
over the binding domain binding.

Return value:

The procedure returns 1 on success, or 0 otherwise.

Remarks:

m This procedure cannot be used if the column refers to the objective
variable.

m In case the generated mathematical program is nonlinear, this
procedure will fail if one the columns is part of a nonlinear term in one
of the rows. However, if the row is pure quadratic, then this procedure
can be used to set the linear coefficient value for a quadratic column.

m GMP procedures operate on a generated mathematical program in which
all variables are moved to the left-hand-side of each constraint. This can
have an influence on the sign of the coeffients as demonstrated in the
example of procedure GMP: : Coefficient::Set.
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Examples:

To set the coefficients of variable x(j) in constraint c(i) to coef(i,j) we
can use:

for (i,j) do
GMP::Column::Set( myGMP, c(i), x(j), coef(i,j) );
endfor;

It is more efficient to use:

GMP: :Coefficient::SetMulti( myCMP, (i,3), c(i), x(3), coef(i,j) );

If we only want to set the coefficients of those x(j) for which dom(j) is
unequal to zero, then we use:

GMP: :Coefficient::SetMulti( myCMP, (i,3) | dom(3), c(i), x(3), coef(i,j) );
See also:

The routines GMP: : Coefficient::Get, GMP: :Coefficient::Set and
GMP: :QuadraticCoefficient::Set.
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GMP::Coefficient::SetQuadratic

The procedure GMP: : Coefficient::SetQuadratic sets the value of a quadratic
product between two columns in a generated mathematical program.

GMP: :Coefficient::SetQuadratic(

GMP, I (input) a generated mathematical program
columnl, I (input) a scalar value or column number
column2, I (input) a scalar value or column number
value | (input) a scalar numerical value
)

Arguments:

GMP
An element in Al1CeneratedMathematicalPrograms.

columnl,Column2
A scalar reference to an existing column in the model or the number

of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

value
A scalar numerical value indicating the value for the quadratic term.

Return value:
The procedure returns 1 on success, or 0 otherwise.

Remarks:

m If columnl equals columnZ then AiMmMs multiplies the quadratic
coefficient by 0.5 before it is stored (and passed to the solver).

m This procedure operates on the objective. To set a quadratic coefficient
in a row the procedure GMP: :QuadraticCoefficient::Set should be used.

See also:

The routines GMP: : Coefficient::GetQuadratic and
CMP: :QuadraticCoefficient::Set.
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12.3 GMP::Column Procedures and Functions

AIMMS supports the following procedures and functions for creating and
managing matrix columns associated with a generated mathematical program
instance:

GMP: :Column: :Add

GMP::Column: :Delete
GMP::Column: :Freeze
GMP::Column: :FreezeMulti

GMP: :Column: :GetLowerBound

GMP: :Column: :GetName

GMP: :Column: :GetScale

GMP: :Column: :GetStatus

GMP: :Column: :GetType

GMP: :Column: :GetUpperBound

GMP: :Column: :SetAsMultiObjective
GMP: :Column: :SetAsObjective
GMP: :Column: :SetDecomposition
GMP: :Column: : SetDecompositionMulti
GMP: :Column: :SetLowerBound

GMP: :Column: :SetLowerBoundMulti
GMP: :Column: :SetType

GMP: :Column: : SetUpperBound

GMP: :Column: :SetUpperBoundMulti
GMP::Column: :Unfreeze

GMP: :Column: :UnfreezeMulti
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GMP::Column::Add

The procedure GMP: :CoTumn: :Add adds a column to the matrix of a generated
mathematical program.

GMP: :CoTumn: :Add(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference
)
Arguments:
GMP

An element in Al1GeneratedMathematicalPrograms.

column
A scalar reference to a column.

Return value:

The procedure returns 1 on success, or 0 otherwise.

Remarks:

Coefficients for this column can be added to the matrix by using the
procedure GMP: :Coefficient::Set. After calling GMP: :Column: :Add the type
and the lower and upper bound of the column are set according to the
definition of the corresponding symbolic variable. By using the
procedures GMP: :Column: :SetType, GMP: :CoTumn: : SetLowerBound and

GMP: :Column: : SetUpperBound the column type and the lower and upper
bound can be changed.

See also:

The routines GMP: : Instance: :Generate, GMP: :Coefficient: :Set,
GMP: :Column::Delete, GMP: :Column: :SetType, GMP: :CoTumn: : SetLowerBound
and GMP: :Column: :SetUpperBound.
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GMP::Column::Delete

The procedure GMP: :Column: :Delete marks a column in the matrix of a
generated mathematical program as deleted.

GMP: :CoTumn: :Delete(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in AT1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:
The procedure returns 1 on success, or 0 otherwise.
Remarks:

m The column will not be printed in the constraint listing, nor be visible in
the math program inspector and it will be removed from any solver
maintained copies.

m Use GMP::Column: :Add to undo this action.

See also:

The routines GMP: :Instance: :Generate and GMP::CoTumn: :Add.
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GMP::Column::Freeze

The procedure GMP: :Column: :Freeze freezes a column in the matrix of a
generated mathematical program at the given value.

GMP: :CoTumn: :Freeze(

GMP, I (input) a generated mathematical program
column, I (input) a scalar reference or column number
value I (input) a numerical expression
)
Arguments:
GMP

An element in Al1CeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

value
The new value that should be used to freeze the column value.

Return value:

The procedure returns 1 on success, and 0 otherwise.
Remarks:

m Use GMP::Column: :FreezeMulti if many columns corresponding to some
variable have to be frozen, because that will be more efficient.

m The column remains visible in the constraint listing and math program
inspector. In addition, it will be retained in solver maintained copies of
the generated math program.

m Use CMP::Column: :Unfreeze to undo the freezing.

m During a call to function GMP: :Column: : Freeze AIMMS stores the upper
and lower bound of the column before the function was called. This
information is used when function GMP: :Column: :Unfreeze is called
thereafter. This information is not copied by the function
GMP: :Instance: :Copy.

See also:

The routines GMP: :Instance: :Generate, GMP::Column: :FreezeMulti,
GMP::Column: :Unfreeze and GMP::Instance: :Copy.
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GMP::Column::FreezeMulti

The procedure GMP::Column: :FreezeMulti freezes a group of columns,
belonging to a variable, in the matrix of a generated mathematical program.

GMP: :CoTumn: :FreezeMulti(

GMP, I (input) a generated mathematical program
binding, I (input) an index binding
column, I (input) a variable expression
value I (input) a numerical expression
)
Arguments:

GMP
An element in Al1GeneratedMathematicalPrograms.

binding
An index binding that specifies and possibly limits the scope of
indices.

column
A variable that, combined with the binding domain, specifies the
columns.

value

The new value for each column, defined over the binding domain
binding, that should be used to freeze the column value.

Return value:

The procedure returns 1 on success, and 0 otherwise.
Remarks:

m The columns remain visible in the constraint listing and math program
inspector. In addition, it will be retained in solver maintained copies of
the generated math program.

m Use GMP::CoTumn: :UnfreezeMulti to undo the freezing.

m During a call to function GMP: :CoTumn: :FreezeMulti AIMMS stores the
upper and lower bound of the column before the function was called.
This information is used when function GMP: :Column: :UnfreezeMulti is
called thereafter. This information is not copied by the function
GMP: :Instance: :Copy.

Examples:
To freeze variable x(i) to demand(i) we can use:
for (i) do

GMP::Column: :Freeze( myGMP, x(i), demand(i) );
endfor;
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It is more efficient to use:

GMP::Column: :FreezeMulti( myGMP, i, x(i), demand(i) );

If we only want to freeze those x(i) for which dom(i) is unequal to zero,
then we use:

GMP::Column: :FreezeMulti( myGMP, i | dom(i), x(i), demand(i) );
See also:

The routines GMP: :Instance: :Generate, GMP: :Column: :Freeze,
GMP::Column: :UnfreezeMulti and GMP::Instance: :Copy.
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GMP::Column::GetLowerBound

The function GMP: :Column: :GetLowerBound returns the lower bound of a
column in the generated mathematical program.

GMP: :CoTumn: : GetLowerBound(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in AT1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:
The lower bound value for the specified column.
Remarks:

m If the column has a unit then the scaled lower bound is returned
(without unit).

m This function can be used to retrieve the lower bound after presolving
in case the GMP was created by GMP: :Instance: :CreatePresolved, even if
the column was deleted.

Examples:

Assume that 'x1’ is a variable in mathematical program 'MP’ with a unit as
defined by:

Quantity SI_Mass {

BaseUnit t kg;
Conversions : ton -> kg : # -> # * 1000;
}
Parameter min_wght {
Unit : ton;
Initialvalue : 20;
}
Variable x1 {
Range : [min_wght, inf);
Unit : ton;
}

If we want to multiply the lower bound by 1.5 and assign it as the new
value by using function GMP: : CoTumn: :SetLowerBound we can use
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Tbl := 1.5 * (GMP::CoTlumn::GetLowerBound( ’'MP’, x1 )) [ton];
GMP: :Column: :SetLowerBound( 'MP’, x1, Thl );
if ’Ib1’ is a parameter with unit [ton], or we can use
Tb2 := 1.5 * GMP::Column::GetLowerBound( 'MP’, x1 );
GMP: :Column: :SetLowerBound( ’'MP’, x1, Tb2 * GMP::Column::GetScale( 'MP’, x1 ) );

if 'Ib2’ is a parameter without a unit.

See also:

The routines GMP: :Instance: :Generate, GMP: :Column: : SetLowerBound,
GMP: :Column: :GetUpperBound, GMP: : Column: :GetScale and
GMP::Instance::CreatePresolved.
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GMP::Column::GetName

The function GMP: :Column: :GetName returns the name of a column in the
matrix of a generated mathematical program.

GMP: :CoTumn: : GetName(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in Al1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:
The function returns a string.

See also:

The routines GMP: :Instance: :Generate and GMP: :row: :GetName.
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GMP::Column::GetScale

The function GMP: :Column: :GetScale returns the scaling factor of a column in
the generated mathematical program.

GMP: :CoTumn: :GetScale(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in Al1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:
The scaling factor for the specified column.

See also:

The routines GMP: :Instance: :Generate and GMP: :Row: :GetScale.

362



Chapter 12. The G™mP library 363

GMP::Column::GetStatus

The function GMP: :Column: :GetStatus returns the status of a column in the
matrix of a generated mathematical program.

GMP: :CoTumn: :GetStatus(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in AT1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:

An element in the predefined set A1TRowColumnStatuses. The set
ATTRowCoTumnStatuses contains the following elements:

m Active,

m Deactivated,

m Deleted,

m NotGenerated,
m PresolveDeleted.

Remarks:

m This function will return 'PresolveDeleted’ only if the generated
mathematical program has been created with
GMP::Instance::CreatePresolved. Status 'PresolveDeleted’ means that the
column was generated for the original generated mathematical program
but deleted when the presolved mathematical program was created.

m Status ’Deactivated’ is not possible for columns.

See also:

The routines GMP: :Instance: :Generate and GMP: :Instance::CreatePresolved.
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GMP::Column::GetType

The function GMP: :CoTumn: :GetType returns the type of a column in the matrix
of a generated mathematical program.

GMP: :CoTumn: :GetType(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in Al1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:
An element in the predefined set AT1CoTumnTypes.
See also:

The routines GMP: :Instance: :Generate and GMP::Column: :SetType.
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GMP::Column::GetUpperBound

The function GMP: :CoTumn: :GetUpperBound returns the upper bound of a
column in the generated mathematical program.

GMP: :CoTumn: :GetUpperBound(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in AT1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:
The upper bound value for the specified column.

Remarks:

m If the column has a unit then the scaled upper bound is returned
(without unit).

m This function can be used to retrieve the upper bound after presolving
in case the GMP was created by GMP: :Instance: :CreatePresolved, even if
the column was deleted.

Examples:

Assume that 'x1’ is a variable in mathematical program 'MP’ with a unit as
defined by:

Quantity SI_Mass {

BaseUnit N H
Conversions : ton -> kg : # -> # * 1000;
}
Parameter max_wght {
Unit : ton;
Initialvalue : 20;
}
Variable x1 {
Range : [0, max_wght];
Unit : ton;
}

If we want to multiply the upper bound by 1.5 and assign it as the new
value by using function GMP: : Column: : SetUpperBound we can use
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ubl := 1.5 * (GMP::CoTumn::GetUpperBound( 'MP’, x1 )) [ton];

GMP: :Column: : SetUpperBound( 'MP’, x1, ubl );

if 'ub1’ is a parameter with unit [ton], or we can use
ub2 := 1.5 * GMP::Column::GetUpperBound( 'MP’, x1 );

GMP: :Column: : SetUpperBound( 'MP’, x1, ub2 * GMP::Column::GetScale( 'MP’, x1 ) );
if 'ub?2’ is a parameter without a unit.

See also:

The routines CMP: :Instance: :Generate, GMP: :CoTumn: : SetUpperBound,
GMP: :Column: :GetLowerBound, GMP: : CoTumn: :GetScale and
GMP::Instance::CreatePresolved.

366



Chapter 12. The G™mP library

GMP::Column::SetAsMultiObjective

The procedure GMP: :CoTumn: :SetAsMultiObjective sets a column as one of the
multi-objectives of a generated mathematical program, thereby creating a
multi-objective optimization problem.

GMP: :CoTumn: :SetAsMuTtiObjective(

GMP, (input) a generated mathematical program
column, (input) a scalar reference or column number
priority, (input) a numerical expression

1
|
|
weight, I (input) a numerical expression
|
|

[abstol], (input/optional) a numerical expression
[reltol] (input/optional) a numerical expression
)

Arguments:

GMP
An element in Al1CeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

priority
A scalar value specifying the priority of the objective. An objective
with the highest priority is considered first.

weight
A scalar value specifying the weight of the objective. It defines the
weight by which the objective coefficients are multiplied when
forming a blended objective, i.e., if multiple objectives have the same
priority.

abstol
A scalar value specifying the absolute tolerance by which a solution
may deviate from the optimal value of the objective of the previous
optimization problem. The default value is 0.0.

reltol
A scalar value specifying the relative tolerance by which a solution
may deviate from the optimal value of the objective of the previous
optimization problem. The default value is 0.0.

Return value:

The procedure returns 1 on success, and 0 otherwise.
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Remarks:

m The column should be linear and have at exactly one coefficient in the
matrix.

m The column should be free, i.e., not have a lower or upper bound.

m If GMP: :Column::SetAsMultiObjective is called twice for the same column
then only the information from the second call is used (and the
information from the first call is ignored).

m Use the procedure GMP: :Instance: :DeleteMultiObjectives to delete all
multi-objectives.

m Multi-objective optimization is only supported by CPLEX 12.9 or higher,
and GUROBI 8.0 or higher.

m The meaning of the relaxation of the objective, which is controlled by
the abstol and reltol arguments, depends on whether the multi-objective
problem is an LP or MIP. See the Multi-Objective Optimization section in
the CpLEX Help or the GUROBI Help for more information.

Examples:
In the example below two multi-objectives are specified::
myGMP := GMP::Instance::Generate( MP );

GMP: :Column: :SetAsMultiObjective( myGMP, TotalDist, 2,
GMP: :Column: :SetAsMultiObjective( myGMP, TotalTime, 1,

GMP: :Instance::Solve( myGMP );
We can now switch the priorities of the two objectives by adding:

GMP: :Column: :SetAsMultiObjective( myGMP, TotalDist, 1, 1.0, 0, 0.1 );
GMP: :Column: :SetAsMultiObjective( myGMP, TotalTime, 2, 1.0, 0, 0.0 );

GMP: :Instance::Solve( myGMP );
See also:

The procedure GMP: :Instance: :DeleteMultiObjectives.
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GMP::Column::SetAsObjective

The procedure GMP: :Column::SetAsObjective sets a column as the new
objective of a generated mathematical program.

GMP: :CoTumn: :SetAsObjective(

GMP, I (input) a generated mathematical program
column I (input) a scalar reference or column number
)
Arguments:
GMP

An element in AT1GeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

Return value:

The procedure returns 1 on success, and 0 otherwise.
Remarks:

m The column should be linear and have at least one coefficient in the
matrix.

m The column should be free, i.e., not have a lower or upper bound.

m After a call to GMP: :Column: :SetAsObjective the old objective column will
be treated as a normal column.

See also:

The routines GMP: :CoTlumn: :Add and GMP: :Instance::CreateDual.
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GMP::Column::SetDecomposition

The procedure GMP: :Column: : SetDecomposition can be used to specify a
decomposition to be used by a solver. It changes the decomposition value of
a single column in the generated mathematical program.

This procedure can be used to specify a decomposition for the Benders
algorithm in CPLEX by assigning the columns to the master problem or a
subproblem. It can also be used to specify a decompostion for ODH-CPLEX.
And it can be used to specify a partition for GUROBI to be used by its
partition heuristic.

GMP: :CoTumn: :SetDecomposition(

GMP, I (input) a generated mathematical program
column, I (input) a scalar reference or column number
value I (input) a numerical expression
)
Arguments:
GMP

An element in Al1CeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

value
The decomposition value assigned to the column.

Return value:

The procedure returns 1 on success, and 0 otherwise.

Remarks:

m Use Column: :SetDecompositionMulti if the decomposition value of many
columns corresponding to some variable have to be set, because that
will be more efficient.

m This procedure can be used to specify the decomposition in the Benders
algorithm of CpLEX 12.7 or higher. See the CPLEX option Benders
strategy for more information.

m For CPLEX, use a value of 0 to assign a column to the master problem,
and a value between 1 and N to assign a column to one of the N
subproblems (N can be 1 if you only want to use one subproblem). A
value of -1 indicates that the column is not assigned to the master
problem or a subproblem.

m This procedure can be used to specify model structure or a
decomposition used by ODH-CPLEX.
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m For ODH-CPLEX, use a value between 1 and N to assign a column to one
of the N subproblems. A value of 0 or lower indicates that the column
is not assigned to any subproblem.

m This procedure can be used to specify a partition used by the partition
heuristic of GUROBI 8.0 or higher. See the GUROBI option Partition
heuristic for more information.

m For GUROBI, use a positive value to indicate that the column should be
included when the correspondingly numbered sub-MIP is solved, a value
of 0 to indicate that the column should be included in every sub-MIP,
and a value of -1 to indicate that the column should not be included in
any sub-MIP. (Variables that are not included in the sub-MIP are fixed to
their values in the current incumbent solution.)

m This procedure is not used by the Automatic Benders Decomposition
module in AIMMS.

Examples:

The first example shows how to specify a decomposition for the Benders
algorithm in CPLEX. The integer variable IntVar is assigned to the master
problem while the continuous variable ContVar is assigned to the
subproblem.

myGMP := GMP::Instance::Generate( MP );

! Switch on CPLEX option for using Benders strategy with decomposition specified by user.
GMP: :Instance::SetOptionvalue( myGMP, ’benders strategy’, 1 );

for (i) do
GMP: :Column: :SetDecomposition( myGMP, IntVar(i), 0 );
endfor;

for (j) do
GMP: :Column: : SetDecomposition( myGMP, ContVar(j), 1 );
endfor;
GMP: :Instance::Solve( myGMP );
The second example shows how to specify model structure used by

ODH-CPLEX. All columns X(i,j) and Y(i,j,k) with the same ’i’ are
assigned to the same subproblem.

myGMP := GMP::Instance::Generate( MP );

for (i,j) do
GMP: :Column: : SetDecomposition( myGMP, X(i,j), Ord(i) );
endfor;

for (i,j,k) do
GMP: :Column: : SetDecomposition( myGMP, Y(i,j,k), Ord(i) );
endfor;

GMP: :Instance::Solve( myGMP );

371



Chapter 12. The GMP library 372

See also:

The routines GMP: : Instance: :Generate, GMP: :Instance::Solve and
GMP: :Column: :SetDecompositionMulti.
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GMP::Column::SetDecompositionMulti

The procedure GMP: :Column: : SetDecompositionMulti can be used to specify a
decomposition to be used by a solver. It changes the decomposition value of
a group of columns, belonging to a variable, in the generated mathematical
program.

This procedure can be used to specify a decomposition for the Benders
algorithm in CPLEX by assigning the columns to the master problem or a
subproblem. It can also be used to specify a decompostion for ODH-CPLEX.
And it can be used to specify a partition for GUROBI to be used by its
partition heuristic.

GMP: :CoTumn: :SetDecompositionMulti (

GMP, I (input) a generated mathematical program
binding, I (input) an index binding
column, I (input) a scalar reference or column number
value I (input) a numerical expression
)
Arguments:

GMP
An element in Al1CeneratedMathematicalPrograms.

binding
An index binding that specifies and possibly limits the scope of
indices.

column
A variable that, combined with the binding domain, specifies the
columns.

value

The new decomposition value for each column, defined over the
binding domain binding.

Return value:

The procedure returns 1 on success, and 0 otherwise.

Remarks:

m This procedure can be used to specify the decomposition in the Benders
algorithm of CPLEX 12.7 or higher. See the CPLEX option Benders
strategy for more information.

m For CPLEX, use a value of 0 to assign a column to the master problem,
and a value between 1 and N to assign a column to one of the N
subproblems (N can be 1 if you only want to use one subproblem). A
value of -1 indicates that the column is not assigned to the master
problem or a subproblem.
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m This procedure can be used to specify model structure or a
decomposition used by ODH-CPLEX.

m For ODH-CPLEX, use a value between 1 and N to assign a column to one
of the N subproblems. A value of 0 or lower indicates that the column
is not assigned to any subproblem.

m This procedure can be used to specify a partition used by the partition
heuristic of GUROBI 8.0 or higher. See the GUROBI option Partition
heuristic for more information.

m For GUROBI, use a positive value to indicate that the column should be
included when the correspondingly numbered sub-MIP is solved, a value
of 0 to indicate that the column should be included in every sub-MIP,
and a value of -1 to indicate that the column should not be included in
any sub-MIP. (Variables that are not included in the sub-MIP are fixed to
their values in the current incumbent solution.)

m This procedure is not used by the Automatic Benders Decomposition
module in AIMMS.

Examples:

The first example shows how to specify a decomposition for the Benders
algorithm in CPLEX. The integer variable IntVar is assigned to the master
problem while the continuous variable ContVar is assigned to the
subproblem.

myGMP := GMP::Instance::Generate( MP );

! Switch on CPLEX option for using Benders strategy with decomposition specified by user.
GMP: :Instance::SetOptionvalue( myGMP, ’benders strategy’, 1 );

GMP: :Column: : SetDecompositionMulti( myGMP, i, IntVar(i), 0 );
GMP: :Column: : SetDecompositionMulti( myGMP, j, ContVar(j), 1 );

GMP: :Instance::Solve( myGMP );

The second example shows how to specify model structure used by
ODH-CPLEX. All columns X(i,j) and Y(i,j,k) with the same ’i’ are
assigned to the same subproblem.

myGMP := GMP::Instance::Generate( MP );
GMP: :Column: : SetDecompositionMulti( myGMP, (i,3), X(i,j), Ord(i) );
GMP: :Column: : SetDecompositionMulti( myGMP, (i,3j,k), Y(i,j,k), Ord(i) );

GMP: :Instance::Solve( myGMP );

See also:

The routines GMP: :Instance: :Generate, GMP: :Instance::Solve and
GMP: :Column: :SetDecomposition.
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GMP::Column::SetLowerBound

The procedure GMP: :CoTumn: : SetLowerBound changes the lower bound of a
column in the generated mathematical program.

GMP: :CoTumn: : SetLowerBound(

GMP, I (input) a generated mathematical program
column, I (input) a scalar reference or column number
value I (input) a numerical expression
)
Arguments:
GMP

An element in Al1CeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

value
The new value assigned to the lower bound of the column.

Return value:

The procedure returns 1 on success, and 0 otherwise.

Remarks:

m Use GMP::Column: :SetLowerBoundMulti if the lower bound of many
columns corresponding to some variable have to be set, because that
will be more efficient.

m If the column has a unit then value should have the same unit. If value
has no unit then you should multiply it by the column scale, as returned
by the function GMP: :CoTumn: :GetScale.

Examples:

Assume that ’x1’ is a variable in mathematical program 'MP’ with a unit as
defined by:

Quantity SI_Mass {

BaseUnit : kg;
Conversions : ton -> kg : # -> # * 1000;
}
Parameter min_wght {
Unit : ton;
Initialvalue : 20;
}
Variable x1 {
Range : [min_wght, inf);
Unit : ton;
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Then if we run the following code

GMP: :Column: :SetLowerBound( ’'MP’, x1, 20 [ton] );
Tbl := GMP::Column::GetLowerBound( ’MP’, x1 );
display 1bl;

GMP: :Column: :SetLowerBound( ’'MP’, x1, 30 );
Th2 := CGMP::Column::GetLowerBound( ’MP’, x1 );
display 1b2;

GMP: :Column: :SetLowerBound( ’'MP’, x1, 40 * CGMP::Column::GetScale( ’MP’, x1 ) );
Tb3 := CGMP::Column::GetLowerBound( ’MP’, x1 );
display 1b3;

(where ’Ib1’, ’1b2’ and ’Ib3’ are parameters without a unit) we get the
following results:

bl := 20 ;
1b2 := 0.030 ;
1b3 := 40 ;
See also:

The routines GMP: :Instance: :Generate, GMP::Column: :SetLowerBoundMulti,
GMP: :Column: :SetUpperBound, GMP: : Column: :GetLowerBound and
GMP: :Column: :GetScale.
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GMP::Column::SetLowerBoundMulti

The procedure GMP: :CoTumn: : SetLowerBoundMulti changes the lower bound of a
group of columns, belonging to a variable, in the generated mathematical
program.

GMP: :CoTumn: :SetLowerBoundMulti (

GMP, I (input) a generated mathematical program
binding, I (input) an index binding
column, I (input) a variable expression
value I (input) a numerical expression
)
Arguments:

GMP
An element in Al1CeneratedMathematicalPrograms.

binding
An index binding that specifies and possibly limits the scope of
indices.

column
A variable that, combined with the binding domain, specifies the
columns.

value

The new lower bound for each column, defined over the binding
domain binding.

Return value:

The procedure returns 1 on success, and 0 otherwise.

Remarks:

If the variable has a unit then value should have the same unit. If value
has no unit then you should multiply it by the column scale, as returned
by the function GMP: :Column: :GetScale. See GMP: :Column: :SetLowerBound for
an example with units.

Examples:
To set the lower bounds of variable x(i) to 1b(i) we can use:
for (i) do

GMP: :Column: :SetLowerBound( myGMP, x(i), Tb(i) );
endfor;

It is more efficient to use:

GMP: :Column: : SetLowerBoundMulti( myGMP, i, x(i), Th(i) );
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If we only want to set the lower bounds of those x(i) for which dom(i) is
unequal to zero, then we use:

GMP: :Column: : SetLowerBoundMulti( myGMP, i | dom(i), x(i), 1b(i) );

See also:

The routines GMP: :Instance: :Generate, GMP: :Column: :SetLowerBound,
GMP: :Column: :SetUpperBound, GMP: : Column: :GetLowerBound and
GMP: :Column: :GetScale.
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GMP::Column::SetType

The procedure GMP: :Column: : SetType changes the type of a column in the
matrix of a generated mathematical program.

GMP: :CoTumn: :SetType(

GMP, I (input) a generated mathematical program
column, I (input) a scalar reference or column number
type I (input) a element in Al1ColumnTypes
)
Arguments:
GMP

An element in Al1CeneratedMathematicalPrograms.

column
A scalar reference to an existing column in the matrix or the number
of that column in the range {0..n — 1} where n is the number of
columns in the matrix.

type
An element in AT1CoTumnTypes.

Return value:
The procedure returns 1 on success, or 0 otherwise.

See also:

The functions GMP: :Instance::Generate and GMP::Column: :GetType.
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GMP::Column::SetUpperBound

The procedure GMP: :Column: : SetUpperBound changes the upper bound of a
column in the generated mathematical program.

GMP: :CoTumn: : SetUpperBound(

GMP, I (input) a generated mathematical program
column, I (input) a scalar reference or column number
value I (input) a numerical expression
)
Arguments:
GMP

An element